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Chapter 1

In tro duction

EOS MLS measuresthermal limb emissionfrom moleculesand radicals of special interest
in the stratosphere and upper trop osphere, with some measuremets extending into the
mesosphere. By measuring emission spectra as a function of limb altitude it is possible
during ground processingo infer conceriration pro les of various speciesincluding CIO, BrO,
CH3CN, O2, HNO3, N2O, CO, H,0, H,05, HO,, O3, OH, HCI, HCN, SO, and cloud ice water
content. Measuremen of O, emissionprovides pressureand temperature data necessaryfor
accurate constituent retrievals, and the spacecraftinertial referenceunit (IRU) provides the
pointing referencenecessaryfor measuremen of geopotential height. An overview of the EOS
MLS experiment is givenin [1].

The EOS project has de ned sewral "Lewels' of data, the de nitions below taken from
the MTPE EOS Reference Handbook (1995 edition) [2]:

Level 0: Reconstructed, unprocessé instrument/p ayload data at full resolution; any and
all communications artifacts, e.g., synchmonization frames, communications headers,
duplicate data removel.

Level 1A: Reconstructed, unprocessel instrument data at full resolution, time-referenced,
and annotated with ancillary information, including radiometric and geometric cali-
bration coe cients and georeferencing parameters, e.g., plattorm ephemeris,computed
and appendal but not applied to the Level O data.

Level 1B: Level 1A data that have been processel to sensorunits. For MLS theseinclude
calibrated instrument radiancesand related (e.g., instrument engineering)data.

Level 2: Derived geophysi@l variables at the same resolution and location as the Level 1
source data.

Level 3: Variables mapped on uniform space-time grid sales, usualy with some complete-
nessand consistency.

Level 4: Model output or results from analysesof lower level data, e.g., variables derived
from multiple measurements.

This documernt givesthe theoretical basisfor algorithms usedin the EOS MLS Level 1
processingsoftware (i.e., the software usedto generatedaily Level 1B data les from Level O
and ancillary data input). The primary tasks of this software are to:



2 Introduction

1. Qualify ead data quartit y using instrument con guration and chedksum data as
well as data transmission quality ags. Apply statistical tests for data quality
and ‘reasonableness.’

2. Calibrate the instrument engineeringdata (e.g., voltages, currents, temperatures
and encader angles).

3. Interpolate Iter channel spacereferencemeasuremets onto the times of eah
limb measuremeh and di erence the interpolates from the measuremets.!

4. Interpolate Iter channel calibration target measuremets? onto the times of eat
limb measuremeh and compute radiometric gain.

5. Determine the total signal power analyzed by ead Digital Auto correlator Spec-
trometer (DACS) during ead data integration.

6. Convert each DACS data integration from an autocorrelation measuremen in the
time domain into a spectral measuremen in the frequency domain.

7. Estimate separatelythe spectrally smoothly-varying and spectrally-averagedcom-
ponerts of the limb port signal arising from antenna emission and scattering
e ects.

8. Calibrate the limb radiances. For this instrument we compute the radiance at the
limb port of the radiometer module, including non-atmosphericradiance contribu-
tions from antenna emissionand sattering. It is the task of the retrieval/forw ard
model software (Level 2) to compute the atmospheric componert of limb radia-
tion reading this interface. This is a departure from UARS MLS practice, for
which Level 1 estimated the true limb radiance. It is necessitatedby the greatly
increasedbandwidth of EOS MLS radiometers, and the double-sidebandnature of
most measuremets. Estimates of the random componert of uncertainty (noise)
on ead limb radiance are also determined.

9. Combine spacecraftinertial pointing and star tracker data with spacecraftand
GHz antenna structural/thermal data and scanmedanism encader data to esti-
mate the boresigh anglesfor ead radiometer.

10. Collect and generateancillary data (e.g., tangen point location, local solar time,
local solar zenith angle, ags for bright objectsin eld of view) which are needed
in Level 2 processing.

11. Producea Log le summarizing instrument performanceand outputs.

This software processesthe Level 0 product into the Level 1B data set used as the
primary input to retrieval (Level 2) software. Level 1 software alsoprocessesind/or generates

1The referenceview for limb measuremerts is nominally the spaceview, but the processingsoftware also
allows the ambient calibration target views to be used as the primary reference. For clarity, use of the space
referenceview is assumedin the rest of this documert.

°There are two calibration targets in the EOS MLS GHz module, one at instrument ambient temperature,
the other passiwely cooled by approximately 20K. Level 1 software can be instructed to useeither GHz target.
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additional ancillary data not included in the instrument Level O stream, but which are needed
at Level 2. Thesedata include tangent point locations and solar zenith anglesat the tangert
points.

The following is a list of the data products for which the algorithms described in this
documert will be used:

1. Calibrated limb radiances(and uncertainties) for all channels. For the GHz ra-
diometers we determine limb port radiances.

Estimates of instrument spectral baseline.
Calibrated engineeringdata (e.g., voltages, currents and temperatures).

System noisetemperatures.

a c N

Reference 2.
6. Interpolated channel radiometric gains.

Radiances,including spectral baseline, are written to the daily Radiance File, and the en-
gineering and related diagnostics data (such at the noise temperatures, reference 2 and
radiometric gains) to Diagnostics les.

1.1 The ATBD review

A Peer Review for the main ATBDs of the EOS Aura (formerly Chem |) experimerts was
held on 18 May 1999 at the Goddard SpaceFlight Center (GSFC). All EOS MLS ATBDs
were well received (receiving the top grade of "A’), and the board recommendationsfor the
Level 1 ATBD (this documert), together with responses,are given in the releaserecord at
the beginning of this documert.

1.2 Status of this document

Numerous changes/updates have taken place to this documert sincethe ATBD review, re-
ecting changesand updatesto algorithms, minor changesto the nominal operating mode(s),
and minor corrections. Where we have additional information, sud asin the areaof resource
requiremerts, estimateshave beenupdated basedon experiencewith the current pre-launch
Level 1 product processingnstrument data from performancevalidation and calibration data
sets.

A list of these changesis available as commerts in the IATEX source of this document,
embeddedin the releaserecord.



Chapter 2

Overview and heritage

2.1 Overview of EOS MLS Level 1 data pro cessing

Level 1 software provides the initial stepsin the processingof EOS MLS instrument and
ancillary data. The inputs and outputs of this processare illustrated in Figure 2.1. Input
data to Level 1 processingsoftware are the ‘raw' uncalibrated instrument spectrometer and
engineeringdata, spacecraftancillary data, startup information, and commandand parame-
ter les. The command les provide the medanism for informing the processingsoftware of
the sourcesof input data and any other details of the processingto be performed, while the
userinputs represen additional commandline (runstream) parameters. The parameter les
contain calibration data and corversion parameters necessaryto corvert the raw data into
calibrated output quartities. The startup le (if available) contains data structures created
at the end of processingof the previous cortiguous data set which serve to provide cortin uity
at the startup of a new processingrun.

The primary output les usedasinput to Level 2 processingcontains the calibrated limb
radiances and uncertainties, together with additional data (such as pointing and baseline
information) neededby that software. Additional output les cortain calibrated engineering
and performance diagnostic data, logging data which provides a "quick look' of instrument
and software operation, and atermination le which senesasthe startup le for a subsequeh
data processingrun.

For UARS MLS the startup and termination les were separatefrom the daily Level 0
input le, and were createdduring Level 1 processing.For EOS MLS we retain this concept,
but no additional les are created. Instead, the end of the previous day's data and the start
of the next day's data serwe this function. This change is logical for the current software
becauseEOS Level 0 data are deliveredin 2 hour “chunks.'

2.2 Heritage

The EOS MLS instrument is a direct descendeh of UARS MLS, with increasedand enhanced
spectral coverageby virtue of:

1. An increasednumber of radiometers (5 unique certer frequenciesversus3),

2. alarger number (19 versus6) standard lterbanks with broader spectral coverage
( 1,300MHz versus 500MHz),
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3. the addition of 5 mid-band Iter spectrometerswith 200MHz bandwidth,

4. 12 additional broad individual Iter channelst in the IF passbandsof the 118 and
240GHz radiometers, and

5. the addition of 4 Digital Auto correlator Spectrometers (DACS) with  10MHz
bandwidth and 0.2MHz resolution to complemern selectedstandard Iterbanks.

In addition to the increasedcomplemert of radiometers, their IF bandwidths range from 7
to 13GHz, substartially larger in both absolute and relative terms than the 0.5 to 3GHz
bandwidths of the UARS radiometers. The data sampling rate of 6Hz, combined with
continuous scanningand narrower elds of view at 240 and 640GHz for EOS MLS, provides
substartially improved vertical resolution comparedto the step-scannedmplementation with
0.5Hz sampling on UARS.

The front-end mixers are all Schottky diode implementations as before, but a signi cant
enhancemen in terms of reliability comesfrom the use of monolithic diodesin all front-
end mixers. A signicant reduction in signal/LO diplexing complexity, together with the
substartially larger IF bandwidths, arisesfrom the useof dual-diode subharmonically pumped
mixer implementations. The antenna/telescope for the GHz measuremets is basedon the
design own on UARS, and is very similar in external dimensions.

In-igh t radiometric calibration of the GHz radiometers is performed using a Switching
Mirror which directs the radiometer FOVs sequettially to “cold space'and ambient target

1These channels are referred to as Wide Filters and Broad Filters interchangeably in the following text.

Level 1B
Command Log Radiance Files
File Fil
(*PCF) ne (RADG, RADD, RADT)
Level 0 Ancillary
Instrument Data File
o [\
" Level 1 . .
Additional Processing Diagnostics
Ancillary Files
Data (DIAG, DIAGT)
(*ATT, *.EPH)
Engineering
File
Parameter T e N S ‘
Files ' Startup, User | Termination
(*TBL) . _File Inputs | File |
(*.CF) o !

Figure 2.1: High level data o w diagram for Level 1 data processing.The startup/termination
les are the previous/next day's .PDS data les.
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referencesas on UARS. For the THz radiometers a single scanningre ector serwesfor both
limb scanningand radiometric calibration. Scanningof the both GHz and THz FOVs through
the atmospheric limb is continuous, but the data digitization implementation in the lter

spectrometers is derived directly from the UARS design. This allows the GHz radiance
calibration algorithms for EOS MLS to be directly descendedfrom, and very similar to,
those usedin UARS MLS. The operational characteristics of the THz radiometers are such
that somedetails of the radiometric calibration algorithms are of necessiy quite di erent.
The algorithms for the THz radiometers are described separatelyin this documert.

Engineeringdata are acquired using circuitry basedon the designconceptsusedin UARS
MLS with minor enhancemets to increasedata resolution, allowing slightly modi ed ver-
sionsof the UARS processingalgorithms to be usedfor calibrating thesedata, and identical
algorithms to be usedfor converting the calibrated data into engineeringunits.

The considerableexperienceobtained with the processingof data from, and operation of,
UARS MLS over a decadehas had a considerablein uence on the design of the processing
software for this instrument. Key conceptsdeweloped for UARS MLS Level 1 processing,
such as the generation of Calibration Windows (described in Appendix D), and the use of
startup and termination data setsto avoid ‘edge e ects' on day boundaries, are retained in
EOS Level 1 software. Signi cant di erences betweenthe UARS and EOS MLS instruments
are described in Appendix A.



Chapter 3

The EOS MLS instrumen t

EOS MLS views the atmospheric limb in the orbital plane with a vertical scan certered
25.4 below the spacecraft velocity vector. The nominal atmospheric scan ranges from
tangen heights of Okm to 95km, but is fully programmable to accommalate alternate
measuremeh strategies. The GHz and THz limb-viewing portions of eat scan are syn-
chronized, but the THz one ends 1s earlier than the GHz one to stagger current pulses
generated by the two medanisms. Measuremeits are made in 5 bands with radiometers
certered near 118, 190, 240, 640GHz and 2.5THz, called R1 through R5 respectively. The
2.5THz radiometer residesin its own assenbly referred to as the "THz module,' the other
radiometers being grouped together in the larger "GHz module.' Both radiometer modules
sharea common Spectrometer module which housesl9 25-channel Iterbank spectrometers,
5 11-channel mid-band spectrometers( 200MHz bandwidth) and 4 129-hannel digital au-
tocorrelator spectrometers (DACS, 10MHz bandwidth). 12 additional broad Iter channels
(each with 0.5GHz bandwidth) reside in the GHz module. The GHz and THz modules
contain separateantenn /telescop es, scansystemsand radiometric calibration targets, but
their operation is syndcronized via the common Command and Data Handling assenbly
(C&DH). A simplied signal ow block diagram of the instrument is shown in Figure 3.1.

3.1 Spectral bands

EOS MLS measureghermal emissionfrom the Earth's atmosphericlimb in 21 major spectral
bands, ead subdivided into 25 channels. The 21 bands (B1 to B21) are covered by sewen
radiometers operating at frequenciesde ned in Table 3.1, which alsoidenti es the principal
speciesa ecting ead band. R1isimplemented with 2 radiometers(R1A and R1B) to provide
redundancy for the crucial pressure/temperature (P/T) measuremets. R5 is implemened
with 2 radiometers to provide additional signal-to-noise for the OH measuremets, with
a redundant pressure measuremeh band (B20) implemented on the secondradiometer to
provide measuremen resilience. The bands enclosedin parenthesesin Table 3.1 are turned
0 in the primary nominal instrument operating mode.

Additional bands are analyzed by 5 mid-band spectrometers (B27 to B31), 12 broad
( 500MHz) lter channels(B32 to B34) and 4 digital autocorrelator spectrometerst (DACS,
B22 to B26). The mid-band spectrometersand DACS provide additional spectral resolution

lAlthough 5 DACS bands are indicated, B25 and B26 timeshare a common DACS unit.
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The EOS MLS Instrument 9

for sub-bandswithin spectral regionsanalyzedby selected25-channel Iter bank spectrome-
ters. The placemen of all spectrometers,together with represerativ e atmospheric radiance
spectra, are illustrated in Figure 3.2.

3.2 Spectrometers

EOS MLS implemerts 4 di erent “types' of spectrometer:
1. A setof 19 25-channel “standard' lterbank spectrometers,
2. A setof 5 11-cdhannel ‘mid-band' Iterbank spectrometersspectrometers,
3. 12 discrete, non-adjacen, non-overlapping “broad Iter' channels,and

4. 4 129-thannel digital autocorrelator spectrometers(DACS).

3.2.1 Standard spectrometers

The standard lter spectrometer designis based on UARS MLS, but increasesthe num-
ber of channels per spectrometer from 15 to 25, and the analyzed bandwidth from 500
to 1,300MHz, while reducing mass, power consumption and volume. Details of channel
relative positions and widths for both these and the mid-band Iterbank spectrometersare
givenin Table 3.2.

3.2.2 Mid-band spectrometers

The mid-band spectrometersreplicate the certer 11 channelsof a standard 25-channel lter-
bank spectrometer. These spectrometersare fabricated from a subsetof the building blocks
usedto manufacture the more complex, modular 25-channel Iterbank spectrometers.

3.2.3 Broad Filter channels

These are discrete single channel lters which use the detector/digitizer design employed
in the 11 and 25-channel spectrometers. Unlike the other spectrometers, the broad Iter
channelsare implemened within the GHz module.

The commonimplementation of the badk end electronicsfor all Iter spectrometer chan-
nelsallows the useof commonalgorithms within Level 1 software for processingdata from the
400+ Iter spectrometer channels supporting the GHz radiometers, and a slightly di erent
common algorithm set to support the 150 channelsanalyzing the THz radiometer data.
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Table 3.1: MLS Spectral Bands analyzedwith 25-channel Filter Bank Spectrometers. Bands
in parernthesesare redundart (for measuremen resiliency) and are not normally poweredon.
Negative IF frequenciesindicate the the primary signalscomefrom the lower sidebandof the
radiometer. Seetext for additional details.

Radiometer IF Center Frequency Primary
1st. LO frequency | Band (GHz) Measuremern
R1 Bl -8.0470 O
126.8000GHz (B21)
B2 -8.5858 H,O
R2 B3 9.0798 N-O
191.9000GHz B4 -10.3013 HNO3
B5 12.4566 Clo
B6 14.2367 OF}
R3 B7 -9.1168 (6{0)
239.6600GHz B8 -5.7085 PIT
B9 -3.9449 OF}
B10 6.5959 Clo
R4 B11 7.3237 BrO
642.8700GHz B12 9.9785 N.O
B13 -16.9373 HCI
B14 -17.4844 OF}
B15 -8.4081 OH
B18 -8.4081 OH
R5 B16 -12.7759 OH
2522.78165Hz B19 -12.7759 OH
B17 -20.4012 P
(B20) -20.4012 P

3.2.4 Digital Auto correlator Spectrometers (D ACS)

The DACS implemert high resolution ( 0.2MHz) spectrometerswith uniform spectral cov-
erageover a measuremeh bandwidth of 10MHz. Their implemenation and operation is
described in detail in Appendix G.

The operation of a DACS is very similar conceptually to that of a Fourier Transform
Interferometer (FTI). Consider Figure 3.3 which shawvs a simplied FTI in the upper half,
and the analogousDACS below. In the FTI the band-limited input signalis split into 2 paths
using a beamsplitter, and reconbined at the detector. As the path length is varied by altering
the position of the moving re ector, the detector recordsthe interferogram generatedby the
optical signalstraversingthe 2 paths. The path di erence variesfrom 0 (to capture the zero
order signal when the 2 path lengths are identical, in order to determine the total power in
the input signal), to a maximum path di erence which de nes the longestwavelength (lowest
frequency) distinguishable by the measuremeh system. The path length di erences between
successie readouts of the detector de ne the bandwidth of the measuremen system; the
maximum path length di erence setsthe resolution. Measuremen bandwidth and resolution
are limited by the Nyquist criterion to wavelengths corresponding to twice the path length
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Table 3.2: Positions and widths of Iters in the 25-channel and 11-channel (mid-band) I-

terbank spectrometers. Channel positions are with respectto spectrometer certer frequency
which is 1,300MHz for the standard (25 channel) spectrometers,and 200MHz for the mid-
band spectrometers. Widths are the nominal 3dB channel widths.

channel | position | width || channel | position | width || channel | position | width
# (MHz) | (MHz) # (MHz) | (MHz) # (MHz) | (MHz)
1 -575 96 8 -79 32 19 119 48
2 -479 96 9 -51 24 20 175 64
3 -383 96 10 -31 16 21 239 64
4 -303 64 11 -17 12 22 303 64
5 -239 64 12 -7 8 23 383 96
6 -175 64 13 0 6 24 479 96
7 -119 48 14 7 8 25 575 96
15 17 12
16 31 16
17 51 24
18 79 32

| mid-band lterbank ! |
25-channel lterbank !

increment and twice the total path length di erence respectively.

The DACS utilize a shift register to provide the delayed (path length altered) form of
the digitized input signal, and a chain of simple multipliers generatethe equivalent of the
interferogram. Instead of a single “detector,' the output from ead multiplier is accunulated
simultaneously. This is a major advantage of the DACS compared to the FTI, since all
“path length di erences' are measuredsimultaneously with subsequeh signal-to-noise ben-
ets. Other obvious advantages include a completely electronic implementation with no
precision optical or moving parts, and high accuracyin the frequency domain for the trans-
formed signal sincethe sampling clock is a precise25-MHz crystal oscillator. At the end of
a data integration period the accunulators cortain the measuredautocorrelation function of
the input signal, the samequartity measuredby the FTI asits path length is swept. The
coarsequartization of the input signalsby the DACS results in a distortion in the measured
autocorrelation function, and a transformation (described in Appendix G) is required to ob-
tain an estimate of the true autocorrelation function before Fourier transforming into the
frequency domain.

In both measuremen systemsthe input signal is typically band-limited to lessthan
the bandwidth implied by the Nyquist criterion in order to enhance signhal-to-noise ratio
(by virtue of oversampling). In the caseof the EOS MLS DACS this is also done to ease
the implementation of the input band de ning Iter. The mathematical conversion of the
measuredautocorrelation function/in terferogram into the frequency domain is the samefor
both systems,the DACS having the advantage that no additional processingand interpolation
is necessaryto correct for imprecision in the relative delays of the 2 signal paths, including
mirror placemer for the critical zero path length measuremen
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Fourier Transform Interferometer
Fixed reflector Beam splitter
"/ «—Moving reflector

Sourc

Focussing>> <~ >

elements Range of travel of moving reflector
Detector
Digital Autocorrelator Spectrometer (DACS)
Range of time delay in input signal set by number of shift
register elements and clock rate
Clock
] Shift register array
InDUtSIQnaI ® © 0 © 06 © 06 © 06 © 06 06 0 0 0 00
(Source)
&g JXB Multiplier array &g
Controland o | Accumulator array
readout interface

Figure 3.3: Simpli ed block diagram showing signal ow in a Fourier Transform Interferom-
eter (upper portion) and a digital autocorrelator spectrometer (lower portion). Additional
circuitry in the DACS (not shown) is usedto measureinput signal power during ead data
integration.

3.3 Timing and FOV scanning

The basic internal timing events of EOS MLS are the minor and major frames (MIF and
MAF) which de ne the integration repeat cycleand FOV atmosphericscancyclerespectively.
Instrument operation over timescalesof one MIF to an orbit are illustrated in Figure 3.4.
Spectrometer data are integrated simultaneously in all active channels during every MIF,

ead of which has a nominal duration of %s (but is programmable over the range% to %s).
Each MIF starts with a 5ms deadtime during which houseleepingactivities (e.g. resetting
counters) take place. Each MAF consistsof an integer number of MIFs, and there are 240
MAFs (nominal) per orbit. The number of MAFs per orbit is programmable, but we choose
an even integer number of limb scansper orbit. We alsorequire the sampled latitude bands
to be the samefor ascendingand descendingobsenations which forcesthe integer number
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of limb scansper orbit to be a multiple of 4. Sincethe orbital period will vary slightly with
orbit decay and lunar gravitational in uences, the syndronization of limb scansto the orbit
is a software function of the Command and Data System (C&DH), with syndronization
maintained by the infrequent addition of one MIF to the end a MAF. This requires the
‘nominal’ MIF duration to be slightly shorter than “perfect.'” MIF duration is tunable in
increments of 83.3ns, and it will be one of the tasks of the MLS Flight Operations team
to tune MIF duration to accourt for timing changesresulting from orbit corrections. We
anticipate being able to perform this tuning sothat MAF length corrections occur lessthan
onceper day.

An important consequenceof the factors (1) that limb scansare syndironized to the
(variable length) orbit, and (2) that MAFs are composedof an integer number of (nominally
xed length) MIFs, is that MAFs are not of constart length, and will occasionallyincrease
in duration by 1 MIF. The main impact of this in Level 1 processingis that calibration
measuremets (i.e., Spaceand Target dwells) will have a slightly non-uniform distribution in
time.

In-igh t radiometric calibration is accomplishedin the GHz module by sequencingthe
switching mirror through three positions asillustrated in the lower portion of Figure 3.5. This
provides simultaneousradiometric calibration of all GHz bandsand channels. Motion of both
the antenna and switching mirror is smaoother than shown in the gure to limit disturbances
to the spacecraftwhich could adversely e ect the accuracy of atmospheric measuremets of

FOV elevation

L Science data integration period / 1 MIF / 1/6 seconds )

Figure 3.4: Sketch of MLS operation over timescalesof an orbit, a major frame (MAF) and a
minor frame (MIF). Major and minor frame boundariesare coincidert, requiring an integer
number of MIFs per MAF. The patterns replicated sequetially alongan orbit represen limb

scans(antenna angular position) and are not shovn to scale. The gapsbetweenlimb scans
shown in the orbit duration segmem, and the dotted portion of the MAF length segmen,

are usedto perform radiometric calibration and retrace prior to the start of the subsequen
limb scan.
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MLS and other instruments on the platform. The nominal observing mode dewotes 1s of
eadh MAF to viewing the ambient calibration target, and 2s to viewing cold space. The
THz module usesa single scanning mirror which senesfor both atmospheric scanning and
viewing the radiometric calibration references. The cold spaceview for this module is ob-
tained by raising the limb FOV 1 above the highest atmospheric view, and the target is
viewed by rotating the FOV by 186 from the nominal limb observingposition, asshown in
the upper portion of Figure 3.5. All medanism activities are triggered by software command
from the instrument C&DH, and the limb scanningportions of both GHz and THz radiome-
ters are syndhronized to start on the sameMIF. Although GHz and THz limb scansstart
simultaneously, it is necessaryto staggertheir endsslightly dueto operational constraints on
peak power, ripple current and disturbance torques imposedby the spacecraft. The nominal
scanpro le endsthe THz limb scanapproximately 1s beforethat of the GHz.

The GHz module cortains two ambient calibration targets, one at approximately the
temperature of the surrounding structure, the other designedto oat to atemperature 20K
lower than the structure, usingaradiator for passive cooling. The oating target alsocortains
heating elemers which can be usedto elewate the target temperature by 20K. This target
senesto provide an “aliveness'ched before launch without the needfor an external target
with an umbilical connectionto the ground support equipmert (GSE) system. This removesa
limitation presert during portions of integration of the UARS instrument with the spacecratft.
Due to padkaging constraints, there is only a single calibration target in the THz module.
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Figure 3.5: The top panel shonvs a nominal limb scanand calibration cycle for the THz scan
mirror which also senes as the switching mirror for in-igh t radiometric calibration. The
certer panel shavs a nominal limb scanand retrace for the GHz antenna. The lower panel
illustrates the useof the GHz switching mirror to provide in- igh t radiometric calibration for
all GHz radiometers by simultaneously directing their elds of view to an internal ambient
calibration target, followed by a view to cold space. Drawings are not to scale, and are
intended for illustration only.



Chapter 4

EOS MLS Level 1 data pro cessing
algorithms

4.1 Radiances

The MLS radiometersare heterodyne systemswhich receive power h =fexp(h =kT) 1g per
unit frequency range when viewing a blackbody sourceat temperature T which completely
lIs their FOV, where is frequency h is Planck's constart, and k is Boltzmann's constart
(see Appendix B). The MLS signals originate thermally, and it is corveniert to measure

radiant power per unit bandwidth, P , in units of temperature sothat the measurecorverges
to the absolutetemperature, T, in the long wave (Rayleigh-Jeans)limit whereh kT and
classicalstatistical medanicsapplies. The dot above a symbol indicates a measuredquartit y.
For the blackbody this is

h
pPBB = 4.1
kfexp(h =kT) 1g (4.1)
The long wave expansionof this expressionand values(in Kelvin) of the individual terms for
various temperatures are given belowv for = 115GHz, approximately the lowest frequency
received by EOS MLS:

_ h h 2
peE = T *x 0t X ar
297249 = 300 2:760 + 0:008 4.2)
97266 = 100 2:760 + 0:025 '
0821 = 27 2:760 + 0:940

Temperatures of the atmospheric regionsmeasuredby the MLS, and of its internal cali-
bration targets, are within the range 150{ 300K, for which PBB T T, where T isa
nearly temperature independert o set, di erent for ead radiometer, increasingin magnitude
as the frequency of obsenation increases.This behavior is readily apparert from Figure 4.1
which plots radiance versusblackbody temperature over the range 0 to 300K for frequencies
corresponding to the nominal certers of the bandpassesof the 5 MLS radiometers. Values
of T for temperatures of 2.7, 150 and 300K at the certer frequenciesof all EOS MLS ra-
diometers are given in Table 4.1. The full formula (4.1) is used throughout processingof
MLS data.

17
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Table 4.1: This table lists the di erences, T, betweenphysicaltemperature, T, and received
blackbody radiance per unit bandwidth (Kelvin). T is computed at the nominal certer
frequenciesof all EOS MLS radiometers, and at physical temperaturesof 2.7, 150 and 300K
corresponding to the physical temperatures of “cold space'and approximately the full range
of obsened temperatures.

T
/GHz | T=27K | T = 150K | T = 300K
118 1.907 2.814 2.823
190 2.378 4.513 4.536
240 2.536 5.685 5.722
640 2.700 14.834 15.096
2,500 2.700 52.076 56.043

300

200

100

Radiance per unit bandwidth / K

O L | L L | I I

0 100 200
Temperature / K

[N
(@]
(@]

Figure 4.1: Plots of received blackbody radiance per unit bandwidth versusblackbody tem-
perature over the temperature range 0 to 300K at frequenciescorresponding to the certer
frequenciesof the 5 EOS MLS radiometers (118, 190, 240 and 640GHz and 2.5THz). The
approximately linear relationship betweenphysical temperature and radiance over the atmo-
spherictemperature range (  150to 300K) is readily eviden, asis the frequency-dependen
o set.
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4.1.1 Radiometric signals and the calibration pro cess

MLS measuresatmosphericlimb radiancescaptured by the GHz and THz antenn . For both
subsystemsregular periodic radiometric calibration is performed using switching mirrors.
The operation of the 2 switching mirrors is independert, but syndironized at both the MIF
and MAF level by the C&DH so that the start of limb scanning is coincidert for both
modules, and with slightly staggered(but overlapped) radiometric calibration sequencego
meet spacecraftpeak power, ripple current and disturbance torque requiremernts.

For both GHz and THz modulesthe useof a switching mirror for radiometric calibrations
ensuresthat all radiometers within a module are calibrated concurrertly, but in ead case
the measuredradiancesat the limb ports of the switching mirrors must be corrected for the
FOV transformations and lossesin the telescope optics. For the GHz module a 3 elemern
0 set Cassegraintelescope scansthe atmosphere,directing this radiation into the limb port of
the switching mirror. For the THz module the switching and atmospheric scanning mirrors
are one and the same. In both casesthe FOV response scanning the atmosphere will be
characterized over a 6 angle from pre-launch FOV calibrations, and the much larger
solid angle outside of this region will be characterized using scattering models. For the GHz
FOV the 6 region is a cone certered on the main response, while for the THz system
this region is one dimensional (i.e., collapsedinto a responsein the vertical) becauseof the
method usedfor its measuremen

Below we discussradiometric response, e ects introduced by the antenna, radiometric
calibration using the switching mirror, and the impacts of noise on radiance measuremets.
Radiometric calibration of the DACS is discussedseparately at the end of this chapter.

4.1.2 Radiometric Response

The responseof radiometer Iter channeli is proportional to received power PMX obtained

by integrating the power per unit frequency and per unit solid angle, | MX ( ; ), incident
on the switching mirror (M) from view X, where X isoneof L, T or S, represeting the
limb, target and spaceview ports respectively. The integrals are evaluated over angle and

frequency with weighting functions GM ( ; ; ) and F;( ) which describe the angular and
frequency responseof the antenna and radiometer respectively:
1 ZZ
PM* = IMX S )R()GM (55 )d d (4.3)

where F;i( ) is normalized to unit area(R Fi( )d = 1), R Gd =4 (Appendix B), and
the integrals are evaluated over the full range of frequenciesand solid anglesover which the
instrument has a response. For the THz radiometers the switching and antenna scanning
mirrors are the same device. Level 1 software will report the estimated GHz and THz
boresigh anglesat the certer of eaty MIF, and it is the task of Level 2 processingto accourt
for higher order e ects such as FOV smearingduring ead data integration.

The following considerationsare important in relating the radiation incident upon the
switching mirror to that from the antenna, target, and spaceports:

1. In the caseof the GHz module, the views from the switching mirror are restricted by
ba es, coatedwith absorbing material, which de ne solid angles y x for view X. We
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de ne quartities PX for X = L, T, or S from (4.3) by restricting the integral to the
solid angle v x:

Z LoZ
15 R()GH(; )d d
pX = r -2 MxZ7 + (4.4)
Gl (; )d
Z]_ Z M X
15 RGN (; )d d
ru LO MXZ
Gi'\;/lu(’ )d
M X
(I1MX | X for directions within solid angle v x)

where r; and ry are the radiometer relative responsesfor channeli in the lower and
upper sidebands(lower sidebandonly for the singlesideband118GHz radiometers), and
usehasbeenmade of the fact that relative sidebandresponsedoesnot vary signi cantly
over the spectral regionmeasuredby a spectrometerchannelin onesideband. o isthe
frequency of the radiometer local oscillator. To reducethe complexity of Equation 4.4,
and many of those which follow in this chapter, channel dependenceof r| and ry is not
called out explicitly.

2. The fractional rangesof over which the above integrands have signi cant magnitude
are very small, allowing the dependenceon to beremoved from the expressionfor GM
when performing the integrals (i.e., constart valuesfor corresponding to the certer
frequenciesof the channel in ead sidebandare usedwhen evaluating the integrals for
ead sideband).

3. Radiation 1 * from the calibration target and from spaceis isotropic and has a black-
body spectrum.

The restriction of the beam pattern by the baes of the GHz switching mirror cavity is
illustrated in Figure 4.2. The ba es are approximately elliptical in shape, and coated with
microwave absorber. The most seweretruncation is for the R1B 118GHz radiometer for which

0.9930of the power in the nominal beam passeshrough ead of the three switching mirror
port baes. We represet bae transmissionsby the parameter ML where M signies
switching M irror, and X indicates the three ports (Target, Spaceor Limb). With the above
de nitions, for the limb view,

PML=r,  MipL. (1 MULPBL L, MipL (1 MLPBL (45

R
where Mt = L - GM(; )d is the fraction of the “volume' under the gain pattern
which is inside M, and P2l is the radiation from the bae in the limb view, averaged

over the solid angleoutside ., for sidebands. Pks is the appropriate sidebandcomponert
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baffle — Direction of
beam

propagation
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Figure 4.2: Truncation of beam pattern by the ba es of the GHz switching mirror cavity. A
crosssectionthrough the certer of the approximately elliptical cavity port is shaowvn.

from the right hand side of Equation 4.4, thus accouriing for the relative sidebandresponse
of the radiometer. Similarly, for the target (X = T) and space(X = S) views,

PM = NXPH+ @ NOPRS +ry NPHL+@  NOPRY  (46)
where MX and PEX are the corresponding valuesfor thesetwo views, and P = P* .

4.1.3 Antenna E ects

The radiance intercepted by the switching mirror when viewing the limb consistsof not just
the desired atmospheric limb radiance, but also componerts arising from antenna emission,
diraction and scattering. In addition, the limb radiance itself is attenuated due to losses
in the antenna system. For the THz system, which usesthe samemirror for both switching
(calibration) and limb scanning,the situation is simpler. We discussthe more complex GHz
casein detail below.

The GHz antenna, interposed between the switching mirror and the atmospheric limb,
transforms the FOV of the radiometer sothat when calculating the radiance collected by the

antenna, P, from the limb spectral intensity incident upon the antenna, 14( ; ), GM( ; )
must be replacedby GiA( ; ), the measuredantenna gain. Imp erfectionsin the antenna and
practical limitations on its characterization result in the introduction of further terms. One
limitation is that GiA( ; ) is measuredonly over directions included in a solid angle 4,
about 6 from the boresigh axis. The calculated responsefor directions outside this range,
and the calculated ohmic lossin the antenna, are usedto estimate an e ectiv e transmission
loss of the radiation received within 5 and an additiv e radiation o set from the antenna.

Antenna transmissionis more easily described by consideringthe antenna as a transmit-
ter with illumination function G*( ; ) (restricted to solid angle ). Two processesare
involved:

1. Ohmic loss:the antenna transmission due to ohmic lossis £ wherea fraction (1 ~ #)
of the incident radiation is absorbed, and

2. diraction and scattering: of the remainder, in any narrow frequency band a fraction
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(1 A)istransmitted into directions outside the solid angle a over which the antenna
pattern is characterized in detail.

Antenna ohmic loss, #, varies su cien tly slowly with frequencythat a single value su ces
for each radiometer r. Antenna e ciency, “, howewer, hassu cien t frequency dependence
that we must provide valuesfor eat man%el i and sidebands, where
1
A

A

Radiation o sets arise from the sametwo processes(1) ohmic loss: radiation (1 )P4 is
emitted by the antenna, where Pi?SA is an e ectiv e brightnessfor the antenna thermal emis-
sion; (2) diraction and scattering: radiation (1 ~ £) #P3%, characterized by an e ective
brightnessPﬁsA, is scattered outside solid angle .

Accourting for lossand scattering asdescribed above relates P+, the radianceat the limb

port of the switching mirror, to P{} and P£,, the radiance collected by the antenna within
solid angle A for the two sidebands:

Pr = PUPAPH + ) APRD)+ (4.8)
Al MHPRA+II@ PR+ ) PP+ ) PP
where
rn = rPﬁ (4.9)
and ry = ) f

are the lower and upper sidebandresponsesthrough the ertire signal chain including antenna
e ects, Whereasr|0 and r{ are the sideband responsesfor the radiometers and optics up to
the radiometer port of the switching mirror. The quartities rloand r0, normalized according
to
rd+rd = 1 (4.10)
are measuredduring spectral calibration of the instrument, while ﬁs are determined during
FQOV calibration.
Calculated values of P2 are produced during Level 2 processingin a Forward Model

(where they are designated P?iA) by integrating | ( ; ) over the angular response of the
antenna within solid angle A and over the frequency response of a radiometer channel,
where ZZ
1AC; R()GR(: ; )d d
pA = A Z (4.11)
Gi(; )d

A

It isimportant to note that ISIA is computed separatelyfor both sidebandsof eat radiometer
(exceptfor the singlesideband118GHz radiometers), which allows the frequencydependence
of G to be removed from the integrals by substituting the value for in the certer of channel
i in ead measuremeh sideband. These componerts are then conbined approopriately using

the radiometer sidebandresponsesto produce the Forward Model quantity P# given by
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Z . Z
1A R(O)GH(; )d d
p7iA = -2 A_Z + (4.12)
GH(; )d
zZ, 2 A
A5 IR()GR (5 )d d
ru LO A 7
G (; )d

A

The Forward Model calculations of P,A include the e ects of vertical smearingdue to motion
of the FOV during the limb data integration by including the time dependencein the FOV
direction of G. This doesnot a ect any of the derivations below and, to improve clarity in
discussionof the key points, we do not include this time dependencehere or later in this
chapter.

4.2 The interface between Level 1 and Level 2

The relatively narrow IF bandwidths and low overall fractional bandwidth of UARS MLS
measuremeh bandsallowed the Level 1 and level 2 estimatesof limb radianceto bereconciled

by:
P = 1Pl + ryPf, (4.13)
pL 1

A A
r r

1 (P PO o HPY @ APy

wherethe Level 1 estimate of PiA is given by rPiAi , Which correspondsto PiA in Equation 4.12.
For the current instrument, with its signi cantly larger fractional measuremeh band-
widths and sideband separations, we cannot make the UARS approximation of assuming

that P} and P#, canbe evaluated at the LO frequencyof ead double-sidebandradiometer
without the introduction of unacceptableerrors. In other words, it is not possiblefor Level 1
processingto accurately estimate the atmospheric cortribution to limb port radiance. In ad-
dition, the relative computation times for Level 1 and Level 2 processingare quite disparate,
with Level 2 requiring hundreds of processorgo complete the processingof a daily data set
in a reasonabletime-frame. For these reasonswe have chosento have the interface between
the processinglevels be the estimate of radiance at the Limb port of the GHz radiometer,
and for Level 1 to evaluate the radiance cortribution from antenna emissionand scattering.

This is summarized in Equation 4.14, where the left hand side is evaluated by Level 1
software, and the right hand side by Level 2:

PR+

1 (rPYr PO+ AP+l ANPER =

pL
—r/L (4.14)

W>| |l

We now expand the rst term in Equation 4.14 to explicitly include separate terms for
the three re ectors in the GHz antenna system, as these will be explicitly accourted for in
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Level 1 processingto improve accuracy in the absolute values of calibrated MLS radiances.
This expansionleadsto:

pL
' r (4.15)

123
rrr

A =
where
o=t (O PRk M aPRrr@ D ERAPH
2303 hpPF+@ 3 Fapp?
+ 33 PR+ D e
+1 P
1) (0 FE e MM et D E¥LPO
+ P A RIPRT@ D P AP
PG PR A D) RPR

+1 3P

=77 (4.16)
and i,s indicate channeli, sidebands (I or u), r indicates radiometer r, and where

Pis = limb port radiance power,

K- = reectivity of re ector k = 1, 2, 3 (primary, secondary tertiary),

f& = optical transmission of the antenna system: the product of scattering ( £

and diraction ( 72 ) from the primary plane,
k= optical transmission of re ector k,
P2 = radiance power in the limb hemispherebut outside FOV measuremeh angle
A,
Pﬁsk = radiance power illuminating the spillover solid angle for re ector k, and
Pi?sk = power thermally emitted by re ector k.

At the time of launch we have chosennot to include the expandedformulation for
showvn above, but to amalgamate the antenna emission estimates from the three antenna
re ectors into a simpler expressionusing a mean of the re ector temperatures, and mean
re ector emissivities. During the instrument activation period we have included special scan
and switching sequencesdesignedspeci cally to provide additional information regarding
ba e transmissionsand antenna properties (including emissionand scattering componerts).
After data from this period has beenthoroughly evaluated, any necessarychangeswill be
madeto Level 1 software and this documert.

The next section of this documert describeshow Pl appearing in Equation 4.15is ob-
tained during in-igh t radiometric calibration of the instrument. The quartities , A2
and |ks appearing in Equations 4.15and 4.16 are produced during instrument FOV calibra-
tion. Precalculated valuesare usedfor P$2 and P3X. POX is calculated from temperatures
measuredby sensorson the appropriate re ectors.
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pMs Signal Power p ML pMT

Figure 4.3: Plot illustrating the linear relationship between Iterbank channel digitized out-
put (counts) and power collected by the switching mirror. S, A and T correspond to the
space,limb (antenna) and target views of the switching mirror respectively. CiO is the o set
generatedby instrument noise,and C# is the o set built into the digitizing system.

4.2.1 The radiance calibration pro cess

In-igh t radiometric calibration is performed during ewery limb scan using the switching
mirror (scanning mirror in the caseof the THz module) to direct the FOVs of all radiometers
to the spaceand internal calibration target ports. The Iterbank detectors are operated
at su cien tly low signal power to provide a linear relationship betweeninput radiance and
channel output, illustrated in Figure 4.3, where the abscissaindicates signal power collected
by the switching mirror, and the ordinate indicates the output counts from the voltage-to-
frequency (V/F) corverter digitizer of an individual channeli. The discussionbelov applies
to all lter spectrometer channels, including the single Iter channel implemented in eah
DACS as a signal power monitor.

In the formulation below, the sidebanddependenceof the receiversand of the ba e trans-
missions(shown in Equation 4.5) is omitted, sincethe error intro ducedby this approximation
is negligible.
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The output of channeli for eat of the three switching mirror positions is given by:
ot = g MPEr@ MHPEL +cPecl;

Cl = g ['PI+@ MOPPT +CP+Cf;

C® = g [SPP+(@ MSPPS +CP+cCh (4.17)
where CX are the outputs of channel i for the three switching mirror positions X . Cio
are the counts that would be generatedif obsened radianceswere zero (i.e., generated by
radiometer and IF noisealone), and g; is the overall radiometric gain of channeli (expressed
in counts per Kelvin of signal brightness). C# are the o sets built into the spectrometer
digitization system, measurednominally onceper orbit to facilitate determination of system
temperature (described later) as a diagnostic of radiometer performance. The measuremenh
of C# is performed by commanding the IF gains of all radiometers to suc a low value
that the spectrometers seeessetially no RF signal at their inputs. Although couns Cio
are shovn the samefor all views in Equation 4.17, it must be noted that this o set is time
dependert due to thermal drifts and noise, and that its power spectrum invariably displays
someform of fl dependence,usually over the timescalesof radiometric calibrations for this

instrument. Another important fact to note is that CiO dominatesthe digitized signalbecause
system temperatures in all radiometers exceedthe temperature of any radiometric source.
One of the most crucial aspects of the radiometric calibration data processingis thus the

interpolation of referencecourts (CS and C") necessaryfor estimating channel reference
counts and gains at the times of the limb views, sincethis must be done in a manner which

reducesthe variance (noise) on the interpolated quantities without the introduction of bias.

Of particular concernare the low frequencyvariations in signal path gain which tend to have

a # characteristic. Theseissuesare discussedater.

4.3 Radiance calibration algorithms

Radiance calibration of ead Iter channelis a straightforward processin which Spaceand

Target counts are interpolated onto the times of Limb measuremets. The radiometric gain

and random componert of uncertainty is then computed for ead limb view, and after a

complete MAF of data has been processedas just described, an estimate of the spectrally

at componert for ead radiometer is generated. The above stepsare now discussedfurther,

followed by a description of the radiance calibration algorithms usedwith the DACS data.
Channel gain at the time of a limb view, §;(L), is estimated by

eT(L) ®5(L)

MTPT MSPE (1 MT)PET4 (L MS)PES

a(L) = (4.18)

where the “radiation o set' terms in the denominator involving PBT and PBS are provided
from FOV calibrations. The calibration target emissivity is indicated by , (>0.999in all GHz
and THz bands). Temperature sensorson the ambient calibration targets, switching mirror

ba e structures, and antenna re ectors allow all P quantities in the above expressionto be
determined from instrument engineeringdata. The estimated Spaceand Target reference
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counts at the times of eat Limb view, @iS(L) and @iT(L), are provided by interpolation
using a weighted quadratic t over the calibration window (with the MAF at the certer
of the sequencecortaining the limb data being processed). Solving the rst and third of

equations (4.17) for P}, and using ¢ (L) for g;, gives

ML 6 (L)

1 Cc- 65w
i + PASPrS

pL = (1 MbpBLia  MS)pBS (4.19)

where @iS(L) is the previously-determined interpolated value of the spacecounts at the time
of the limb view.

4.4 Interp olation of Reference Measuremen ts

The performanceof the radiance calibration algorithms described earlier is highly dependen
upon the manner in which the interpolated referencecouns, @iS(L) and @iT(L), are deter-
mined. Further discussionof this topic is given in Appendix E. Below we discussfurther
the interpolation of Spacereferencecouns, and the sameinterpolation schemeis usedto
estimate Target courts at the times of Limb views. The chosen method is to perform a
guadratic leastsquarest (asa function of MIF number) to a sequenceof referencemeasure-
mernt groups disposedas symmetrically as possibleabout the MIF for which the interpolate
is being calculated. The interpolations are performed on raw data counts from the Iter
spectrometer channels. The noise, C;, on ead individual measuremehn is given by the
radiometer equation: . ,
Ci= (E'pB_L') (4.20)
|
where:
i is the channel index,
CiS is the value, in cournts, of the raw referencemeasuremen
C# is the value, in courts, of the o set built into the digitizer system (see Sec-
tion 4.2.1),
B is the predetection noise bandwidth in Hz, and
is the postdetection integration time in seconds.

Valuesof B; are provided for ead channel from prelaunch calibrations, and is determined
directly from telemetry. The digitizer o sets, C#, are known from prior (UARS) experience
to be a stable quartity, and the e ects of small errors in their valueshave negligible impact
upon the calibrated limb radiancesand assaiated uncertainty estimates. Sincethey do not
provide essetial sciencedata, their valueswill only be measuredperiodically for diagnostic
purposegonceper month), and the last measuredvalid valuesof thesequartities are adequate
for Level 1 computational purposes.

Equation 4.20 provides a reliable estimate of the rms noise on an individual reference
measuremeh but we must alsoinclude the uncertainties in interpolated spacereferenceand
radiometric gain. This is discussedlater in this chapter. In practice there will be a small
additional componert of noisearising from gain variations commonto all channelsof a given
radiometer. The most important manifestation of this additional sourceof noiseariseswhen
computing the rms of a time seriesof data, where it is seenthat the ratio of measuredto
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expectedrms risesabove unity asthe duration of the time seriesextends. It is alsoseenwhen
tting a quadratic to a time seriesof measuremen as described earlier for spacereference
interpolation, wherethe 2 forthe t increasesrom unity asthe calibration window duration

is increased. The e ects of this noise are diminished by providing lessweight to reference
measuremets that are more distant from the interpolation point. Thesetopics are discussed
in more detail in Appendix C and D whereit is pointed out:

(1) that a common weighting (apodizing) function must be used for all channels
whose calibrated radiance data is to be usedtogether in higher level analyses,
and

(2) for the range of planned EOS MLS in-orbit operating modesthere is only a very
weak dependenceon the actual form of the weighting function for the calculated
radiancesand uncertainties.

4.4.1 Reference interp olation details

To the spacereferencecount sequencegrom ead channel we t the function
GSity=a+b t+c t2 (4.21)

wherethe channelindex i hasbeendroppedfor clarity. In practice we replacet by an integer
index (corresponding to relative MIF location, indicated by j below) when performing the
guadratic t. The samemethod is usedto interpolate target referencecournts. The best-t
coe cien ts are given by the standard relationships:

S0 ng ) iz )
1 ) Y Y
- = ica) j ]
a= O OB (4.22)
i2c() ji° j*
20y A )
1 c() 2
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1 j c()
PR B D
_ 1 j j ic(
c= DR (O () (4.24)
j° ji° i2c()
W 20)
and
1 j j2
ORI DN (D
— J J J
= 7p T (4.25)
J
2

20
where the summations are over j, the time indexesof the measuremets. In theserelation-

ships the quantity (j) is the rms noise on the measuredreferencevalue C(j) at ‘time' j.
In the absenceof any apodization or weighting is the same as the expected radiometer
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noise on individual referenceintegrations, given by Equation 4.20. To attenuate the e ects
of signal drifts dueto temperature and gain variations we chooseto weight ead measuremen
with an exponertial roll-o w;(j) given by

i

w,(j)=e r (4.26)

where | is the time di erence betweeninterpolation point and referencemeasuremen j.

The parameter | setsthe rate at which the relative weighting given to a particular
measuremeh drops o with its distance (time) from the interpolation point. Optimal values
of . will bedeterminedfrom ground tests and in- igh t data, and read by Level 1 software as
userinputs. A nominal value of 150 MIFs hasbeenselectedinitially which providesan order
of magnitude reduction in weighting for the most distant referencemeasuremets compared
to the closestonesfor the nominal scan/switching pro le. We conmbine theseweightings with
the noiselevelsgiven by Equation 4.20to obtain a modi ed estimate of the noisecortribution
from eath measuremen given by °where:

. ' CS C#
wi(j)  we(j) B
This modi ed value of 4j) is usedin place of (j) when performed the quadratic t via
Equations 4.22 through 4.25

(4.27)

4.4.2 Limitations of the quadratic interp olator

The quadratic t used for referenceand gain interpolation performs extremely well under
nominal operating conditions, as demonstrated on UARS MLS, but can exhibit well-known
minor shortcomingsunder certain conditions:

1. The quality of the t is strongly in uenced by bad data.

2. When usedas an extrapolator, the quadratic t exhibits large uncertainties.

The rst of these de ciencies is handled by trapping bad data points and excluding them
from the t. This is doneby initially excluding data which are outside prescribed limits (set
by user inputs), and then rejecting data points which lie more than 6 from a preliminary
quadratic t on the remaining data. This technique was used successfullyon UARS MLS.
The secondissueis not actively addressedin this software for the following reason: the
only condition under which the quadratic t is usedto generatean interpolate at or near
one extreme of its temporal extent is when the edge of a calibration window approates
the MAF currently being processed. This will occur typically only when a gain changeis
commandedor aradiometeris turned onor o . Commandedgain changeshave only occurred
twice in the 10 years of UARS MLS operation to date, and are not expected much more
frequertly on EOS MLS. Mode changeswhich turn radiometerson or o are plannedto take
place on time intervals of at least sewral weeks,and will be followed by a warm up period
lasting seweral hours before sciencedata is stable enoughto be of value to Level 2, which
makesthe brief increasein uncertainty largely irrelevant. We thus anticipate operating the
guadratic interpolator in a mode in which it exhibits relatively large errors sorarely, and for
such brief intervals, that the lossin data quality will be negligible. It should be noted that
whenthe quadratic interpolator is being operated in a mode that exhibits larger than typical
uncertainties, thesewill be reported correctly to Level 2.
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45 Radiance uncertain ties

Appendix C provides a detailed description of noiseand the calibration processasit pertains
to EOS MLS, and Appendix E provides expressionsfor measuremeh covarianceswhen the
noise power spectrum contains both white and fl componerts. Radianceinformation in the
calibrated bands output by Level 1 software is usedin two distinct ways during Level 2
processing,and it is necessaryto determine and catalog radiance uncertainties accordingly.

Most retrievals at Level 2 depend mainly upon the spectral cortrast in one or more bands,
and these results are only weakly a ected by errors or uncertainties in the average values
(o sets) of theseradiances. For theseretrievals the most important uncertainties are those
which intro duce channel-to-channel noise. This noisecomponert arisesfrom radiometer noise
preseri on both limb and referencemeasuremets, and the e ects of gain variations are minor
in comparison. We refer to this classof error asrelative radiance uncertainty.

Seweral important measuremets, particularly water vapor in the upper trop osphere,are
retrieved from broad spectral regions covered by a combination of one or more standard
Iterbanks and seweral broad Iter channels. There are no strong spectral featuresin these
measuremets, and the dominant sourceof information arisesfrom the absolute radiancesin
the measuredspectrum. In the calculation of the relative radiance uncertainties discussed
above we take care not to include the absolute uncertainty componert arising from gain
variations, making it necessaryto compute them separately The correlated uncertainties
arise from gain variations in the front-end receivers and HEMT IF ampli ers commonto all
channelsof ead radiometer.

The methods of calculating relative and absolute radiance uncertainties are given be-
low. Note that these uncertainties re ect only the contributions from noise on the data
integrations, not systematic uncertainties due to errors in, for example,ba e transmissions
or other optical properties. The algorithms for calculating the relative uncertainties re ect
the method usedfor referenceinterpolation, and are modi ed from thoseusedin UARS data
processingonly to re ect the minor di erences betweenthe two instruments (i.e., variable
length MAF, dierent calibration sequencedetails). The uncertainties generated by these
algorithms, as well as the radiances themseles, were validated as part of UARS Level 1
processingvalidation using the Optimal Calibrator (Appendix E) for comparison. Results
from both methods are virtually indistinguishable, the algorithms given belov producing a
slightly lower estimate of uncertainty than the Optimal Calibrator, asis to be expected. Of
more importance are the radiancesthemsehes, where results from binning of zonal mean
CIO data have produced undistorted spectra with channel-to-channel radiance di erences of

0.001K, a dynamic range of 1 part in 10°. This result strongly validates the use of the
guadratic interpolator.

45.1 Relativ e radiance uncertain ties

It is shavn in Appendix C that the uncertainty in relative radiance, T;¢, iS given by
S

Trel =

)2 2
—(TSVS; o)™, ( Ryz+ Taq Eg (4.28)

which conmbines in quadrature three separate noise terms, discussedfurther below. It is
important to note that the right hand term inside the squareroot includes the noise from
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just the spectral cortrast (limb radiance) and gain uncertainty. The uncertainty derived for
the total signal (limb plus system) and gain uncertainty is determined separately and book
kept under absolute radiance uncertainty, discussedlater in this chapter.

Radiometer noise contribution

The rst term inside the squareroot of Equation 4.28is simply the noise on an individual
limb radiance, given by the radiometer equation:

Tsys + Tsi . . N
Trel= (—syﬁB_iS'g) (radiometer noise cortribution) (4.29)

Tsys is the current estimate of system temperature, determined once per MAF as a perfor-
mance monitoring diagnostic (section 4.9.1), and Tgjg is the calibrated limb radiance. Based
on UARS experienceand the similarity of the EOS MLS design, Tsys is expectedto vary by
<0.5% orbitally, which introducesnegligible error in this componert of estimated radiance
uncertainty.

Interp olated reference noise contribution

The secondterm inside the squareroot of Equation 4.28 represens the uncertainty in the
interpolated spacereference:

Tre= R (interpolated referenceuncertainty cortribution) (4.30)

This uncertainty is inferred from the estimatesof uncertainty in the quadratic t coe cien ts
of Equation 4.21, and is given by the expression:

2 3
1 1
(R?=35[1j j2]s*4j 5 (4.31)
g J 2
where g is the channel gain in units of Counts per Kelvin and the matrix S is given by:
2 3
1 j j 2
2§ w2y WA W) é
- j i i
S= T O I (4.32)
i i i
w2(j) w2(j) w2(j)
s? is the samplevariance, given by:
1
2 _ i\12
=——[C C 4.33
= glC c) (4.33)

and N is the number of data points included in the t. From UARS experiencewe expect
the sequenceof spacemeasuremets to be well behaved, and replace the determination of
the samplevariance with a reliable estimate given by the radiometer equation:
CS CZ 2
2= (& €9 (4.34)
B
where (CS  CZ) is the count cortribution from the referenceradiance with the digitizer
o set removed. This expressionfor the varianceis readily corverted from Counts? to Kelvin?
by applying the channel radiometric gain accordingly.
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Interp olated gain noise contribution

The third and nal term inside the squareroot of Equation 4.28 addsthe uncertainty due to
noiseon gain measuremets. Channelgainsare evaluated at the times of the limb viewsusing
interpolated estimatesof spaceand ambient target cournts. The expressionusedto determine
channel gain at the times of the limb views, Equation 4.18, di erences the interpolated
ambient target and spacereferencecouns at the times of the limb measuremets. This
di erencing senesasa high pass Iter which attenuatesthe e ects of commondrifts in space
and ambient target measuremets.
This allows us to write:
g ?_ Cf+ C3
g (@T @5)2

directly from Equation 4.18, where C% and CE are the mean square noise counts of the
interpolated target and spacereferencecounts at the time of the limb view. Under conditions
in which fl noisedoesnot have a signi cant impact on precision estimates(the casefor most
EOS MLS channels)the method we have chosenfor interpolation provides us with estimates
of theseinterpolation precisions:

(4.35)

T Z\2
and cs o2y L
cz= ¢ - ) T w2 (K) (4.37)

wherewr and ws are the interpolation weights for the target and spacereferenceviews. CT
and CS are the mean target and spacereferencecourts in the calibration window. Noting
that:

wr(j) = ws(k)=1 (4.38)

and dropping the weighting indexesj and k, we arrive at the following expressionfor the
uncertainty arising from the nite precision of the radiometric gain estimate:

r
Tai CT C2)2 w2+ (CS (C2)2 w2
Trel = S r ( )7 wi+ ( )" Ws (4.39)
(€T Cs) B

Note that this componert of uncertainty scaleswith the magnitude of the limb radiance. For
in-balance! situations this componert of uncertainty is essetially nonexistert.

45.2 Absolute radiance uncertain ties

The atmospheric radiance signals of interest appear as noise power in the radiometer IF
outputs, typically much smallerthan the noisecortribution from the radiometersthemselhes.
Gain variations modulate the total IF noise power, causingthe overall signal counts from
eah Iter channel to exhibit low frequency noise characteristics even when viewing a scene
of xed radiance. The typical nature of these variations is that they have a fl or similar,
dependencesothat their magnitude increaseswith increasingtime scale. Care is being taken

!In-balance meansthat sceneand spacereferenceradiances are similar.



EOS MLS Level 1 Data ProcessingAlgorithms 33

with subsystem design and choice of componerts (HEMT IF ampliers in particular) to
ensurethat the breakpoint frequenciesof such gain variations are no higher than necessary

The largest e ect of thesegain variations is on limb radiancesmeasuredmost distant in
time from the encompassingspacereferenceviews. For the absolute radiance uncertainty
determination we require knowledge of the shape and magnitude of the post detector noise
power spectrum in the instrument's orbital operating environment, which will be obtained
by Fourier transforming su cien tly long (a small even integer number of orbits) time series
of ambient target data (see[11]] for details). Thesedata will be acquired on occasionaldays
(estimated at  2{3 during the rst year of operation and approximately annually thereafter)
dewoted to in-orbit instrument characterization, sincethe data analysesrequire a sequenceof
target view data equally separatedin time, a situation not achieved during nominal instru-
ment operation. The non-spectrally at componert in these power spectra, Sy(f ), will be
determined during o -line processingof these special data sets, not during routine Level 1
processing.

The term of interest here in the expressionfor limb port radiance (Equation 4.19) is
the one which di erences actual limb counts with interpolated spacereferencecournts. The
guadratic interpolation usedto estimate the referencesignal at the time of the limb mea-
suremert can be formulated as a sequenceof weights applied to ead referencemeasuremen
included in the t. The (signal reference)estimate may then be formulated as a linear
conmbination of weighted signal and referencemeasuremets. This sequencean the time do-
main is then Fourier transformed to provide the equivalert responseof the interpolation and
di erencing processin the post-detector frequency domain, H (f ). This processis described
in Appendix D. Using thesevaluesfor S and H we can then evaluate the absolute radiance

uncertainty, Tgaps, from:
s

La]

Tabs = (Tsys + Tsig) Sy(f )H(f ) d (4.40)
0

This di ers from the expressionsin Appendix C only in normalization.

The integral inside the squareroot of Equation 4.40will be evaluated for ead radiometer
for the nominal calibration window, measuremeh sequencend timings, for eacy MIF within
the certral MAF. This will bedonenumerically during o -line processingresulting in a vector
of multipliers for ead radiometer, one for ead MIF in the certral MAF. These vectors will
be provided to Level 1 processingas userinputs, and absolute radiance uncertainties will be
determined during Level 1 processingby multiplying the sum of systemand signal radiances
by the componernt of the vector corresponding to the radiometer and MIF of the measuremenh

An approximation being madein evaluating the vector of uncertainty multipliers is that a
constart length MAF and xed observingsequencas beingassumed.In practice the length of
the MAF will vary by %sto maintain syncironization betweenthe scanningpattern and the
orbit. The additional error intro ducedby ignoring this minor variation in timing is negligible
comparedto the errors themsehes. It should also be noted that the error multiplier vector
will be symmetric about the certer of the limb observing portion of the MIF, and so only
the rst half of the vector will be suppliedto Level 1, the last half being just a mirror image
of the rst half, as showvn in Figure C.4. The vector supplied to Level 1 will accommalate
the longest MAF sequenceexpected during nominal instrument operation, and for shorter
MAFs the vector will be truncated to t the actual length of the atmospheric measuremen
sequence.
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4.6 Details of THz algorithms

The THz radiometer calibration is similar in many respects to the MLS GHz radiometer.
Howewer, the THz Laser Local Oscillator (LLO) preseris special problems that in uence
the design of the calibration algorithm becausethe LLO power varies signi cantly with
time. Changesin LLO power create approximately proportional changesin IF power level.
Fortunately, the mixer bias is a measureof the LLO power and is recorded every MIF, and
this bias information can be usedto correct the raw radiometer courts for variations in LLO
power.

4.6.1 LLO Nominal Operation

In normal operation, the RIU? requeststelemetry data (including mixer bias voltage) eah
MIF by sendingcommand/. The far-infrared laserin the LLO operatesin open-loop mode
until arequestis madeto perform are-optimization by sendingcommand28 (typically in MIF
139). This commandis sert beforethe command string. If the laser needsre-optimization,
or if a certain number of MAFs have elapsed,then status is returned, and the laser is re-
optimized. Otherwise, only status is returned.

4.6.2 Mixer Bias Handling

Since the mixer bias will be usedfor correcting the radiometric couns, it is important to
che that the valuesare valid. Sincethe maximum bias voltage is lessthan 10V, the value
of 10V is usedto indicate an error. If the OPSTAT-A byte status messagen responseto
command?8 is not 1 (thereby indicating that the laser was re-optimized) the bias is set to
10V. Usually there will be a NAK responseto command/ if the laseris re-optimizing, and
the bias is invalid anyway. If OPSTAT-A is equalto 1, the bias voltage should be retrieved
from the commandr response. The bias voltage is 3.5V for the ight LLO and decreases
as LLO power increases. Therefore, a threshold voltage of intermediate value, e.g., 2V,
can discriminate betweengood LLO operation and other statesthat can include poor LLO
operation, invalid mixer bias, and a LLO re-optimization event. For simplicity, any state
that producesa bias voltage below the threshold will be designatedasvalid mixer bias. (The
IDL procedure THzBias.pro on the GSE performs this function).

4.6.3 Correction for LLO Power and Radiometric Gain

The rst step for THz calibration is to take 1 orbit of data ( 100 min) and and determine
boundarieswhere the laser has re-locked or there is a gap in the data. (The IDL procedure
THzBoundary.pro on the GSE performs this function). Then perform a 2-parameter t for
LLO sensitivity and radiometric gain to the subset of the calibration data that have valid
mixer bias:

Cik = Ci + duo:i(Bk  Bi)+ deaci (Tk  Ti) (4.41)

where C;x is the calibration court for channeli and time samplek, By is the mixer bias and
By is the average mixer bias within the boundary that cortains time samplek. T is the
calibration scenetemperature and Ty is the averagescenetemperature within the boundary.

2Remote Interface Unit. Seechapter 5 for further details.
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By use of these dependert variables, d o0 and dca. can be determined without tting for
CO sincethe correlation with C° is identically zero. Also note that the least-squaresmatrix
is independert of i, and much of the least-squaressolution is commonto all channels. The
validity of the t dependson assumingthat temporal drifts in the counts are uncorrelated
with B or T. The useof local averagesallows for discortinuities in counts when the LLO is
re-locked.

The partially calibrated counts are then:

~_ Cix  duo;i(Bk B)
TS = deaL; (4.42)

where B is the data set averageof mixer bias. The correction of courts to temperature units
should be applied to the whole data set, not just the calibration data subset. Clearly the LLO
correction can only be applied to data with valid mixer bias. TS still contains a substartial
o set which is of the order of Tgys. In fact, if Cix is corrected for zero courts, then TS is
equal to the y-factor Tsys plus the scenetemperature. (The IDL procedure THzDel.pro on
the GSE performs this function).

4.6.4 Correction for O set

The secondstep is to subtract o sets sothat the calibrations are equal to their respective
temperatures. Like the GHz calibration, this subtraction will involve piece-wisequadratic
interpolation of the tted calibrations. Even after correction for LLO power variation, the
radiometer response, TS, shaws discortin uities in slope at times where there is a LLO re-
optimization. Accordingly, the piece-wise tting will use cortinuous segmeis of data with
valid mixer bias (determined with the IDL procedureTHzBounds). For a given MAF, choose
calibration data in a window certered in the MAF at time t. with a width, w, sud that
jtk tg<wand t

TSik = T+ &+ btk to)+ Gt teo)? (4.43)

wherek is limited only to calibrations within the window and within the segmen with valid
mixer bias. If the rangeof data includedin the t spansonly the time interval of one MAF, t

only for g . If it spansatime interval of 2 MAFs, then t for & and b, otherwise perform the
full quadratic t. Typically, w = 2, although larger values should be possibleif the system
stability justi es it. Again, the least-squaresmatrix is independert of i socomputation speed
can be improved by inverting the matrix only once. In addition, computational speed can
be improved at the expenseof memory storage by pre-storing computations for common
con gurations of the MAF within the data segmem. Then,

TAx =TSk & btk t) c(tk to)? (4.44)

is applied to all data within the MAF. (The IDL procedureTHzCal.pro onthe GSE performs
this function).
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4.7 Additional algorithms for DACS

The DACS, describedin detail in Appendix G, processsignalsin an ertirely di erent manner
from the Iter spectrometers,resulting in quite di erent processingalgorithms. Somedetails
of the DACS data processingdepend upon the mode chosenfor their operation (e.g., constart

input signal power for all measuremets or constart signal chain gain). Below we describe the

mode in which thesespectrometerswill be operated, followed by the resulting data processing
algorithms.

4.7.1 Operating mode
The mode and environment in which the DACS will be operated on EOS MLS are:

1. The gainsof the IFs feedingthe DACS will be kept constart during limb scans{
i.e., no “automatic gain cortrol' will be implemented to keepthe input RF power
to the DACS constart, afairly commonpractice with DACS usedto analyzeradio
telescope data.

2. Digitizer thresholdswill be changedinfrequently. Threshold levelswill be logged,
but are not included in the telemetry generatedby the instrument.

3. The estimation of the multibit autocorrelation from the measured2-bit autocor-
relation will include corrections for changesin power level and for asymmetries
in the threshold settings.

The digitizer thresholdswill besetto 0.9 of the rms of the input signal level when viewing
the Spacereference,which when conbined with the simpli ed multiplier arrangemen of this
implemenrtation resultsin a S/N ratio 0.87 times that of a cortinuous correlator.

4.7.2 DACS data pro cessing

The four DACS bandsproduce approximately 50% of the MLS internal instrument data traf-
¢, and their inclusion, without compression,takes MLS 30% above its 100kbps teleme-
try allocation. Fortunately, when viewing thermal noise signals, the 24-bit autocorrelation
lags have many bits well below their noise o ors, and these bits can be omitted with min-
imal degradation of signal-to-noise. Also, since the obsened signals will be dominated by
spectrally- at receiver noise,autocorrelation signalswill fall o, in lag, asthe sinc-like Fourier
transform of the DACS' bandpass. Auto correlation in most the DACS lags will contain val-
uesthat are only small multiples of the lag's noise o or and they can be coded in a limited
number of bits. Note that the term °lag' is usedto refer to one of the 129 di erent time
delays in the autocorrelation while “channel' is resened for the 129 di erent frequenciesof
the power spectral density after Fourier transform into the frequency domain.

A compressionscheme for DACS data has beenimplemerted which reducesthe DACS
telemetry data rate by more than a factor of two, and its use will be part of the normal
operating mode. Sciencetelemetry in this mode has all four DACS bands compressedinto
ScienceTypel padkets. There are two diagnostic modesin which subsetsof the uncompressed
DACS channelsare transmitted as ScienceType Il or Type Ill padkets. De nitions of these
padkets and details of the compressionsdheme are provided in the C&DH Command and
Telemetry Handbook (CTH)[13], and in Appendix H.
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The DACS data are processedvia the following steps:

1. uncompresscompresseddata (ScienceType I), or hormalize uncompresseddata
(ScienceTypesll or 1),

2. X any errorsin state courters,

3. corvert measured2-bit autocorrelation to best estimate of the cortinuous auto-
correlation function,

4. scalenormalized autocorrelation by total power
5. Fourier transform into the frequencydomain, and

6. convert from relative to absolute signal intensity (i.e., perform radiometric gain
calibration).

Normalization of uncompresseddata consistsof dividing the counts in ead lag by the
cournts from the zerodelay lag:
R() = K(j)=K(0) (4.45)

Compresseddata (ScienceTypel) are normalizedin the compressionprocess.Equations 4.45
and 4.46 are taken from Appendix G which should be consulted for further details. Each
DACS band also has a total power measuremeh from its analog channel and four state
counters which accunulate the number of clock ticks for which the 2-bit digitizer wasin ead
of its four states during the data integration. The state counters have occasionalsingle-bit
errors which apparertly result from a hardware bug. As the total nhumber of clock ticks in
an integration is extremely stable, the presenceof an error in a set of four courters as small
as four courts is easily detected. The individual cournter which contains the bit error always
has trailing binary zerosbelow an erroneouszero, as if a carry bit rippled through as the
integration window ended, but never set the high bit at the end of the ripple. The signature
of trailing zerosallows the identi cation and correction of the individual courters corntaining
errors. This correction is described in Appendix H.

After correction of the state courters, we corvert the measured2-bit correlationsin eath
channelto estimatesof the continuous (multi-bit) correlation coe cien ts. The algorithm used
in this conversion includes the modeling of a digitizer with slightly asymmetric thresholds,
asinferred from state courter statistics. Again, the details are given in Appendix H.

Transformation of the normalized autocorrelation function into the frequency domain is
accomplishedvia a Discrete Cosinetransform (DCT):

¥ #
R(0) + 2 R(m t) cog mj=M) (4.46)
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The autocorrelation of the stationary Gaussian noise signals obsened by MLS is ewven in
time, and thus symmetric about the zerolag. The measuredproducts of current and delayed
signals could just as well be consideredfuture and current signals except for details at the
start and end of integration. The 129-elemeh DCT can be implemenrted wiht a 256-elemeh
Fast Fourier Transform (FFT) to reduce computational burden. The implemenation of a
DACS with 129, rather than 128, lags allows the creation of a 256 (28) elemen real data
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vector by appendingto the 129element measuremei vector the 127 elemen vector consisting
of the original 129 elemert vector, reversedin time order, with the rst and last elemeris
deleted. The data vector being transformed thus has a number of elemens which is a power
of 2, an optimal number of elemerts for the FFT. The Fortran module usedin the production
code, which is speci cally for a DCT of length 2" + 1, is even more e cien t asit doesnot
waste time calculating the imaginary elemerts of the FFT.

Normalized power spectra are scaledby the total power measuremets for ead band and
then the radiancesare calibrated using views of the internal calibration target and space,as
is donewith Iterbank channels. Each DACS band hasan analogtotal power channel similar
in implementation to a Iterbank channel. Band total power may also be inferred from ead
band's four state counters, which provide digitizer statistics. The analog measuremeh does
not su er the 13% signal-to-noisedegradation that arisesfrom the coarsequartization in
the digital signal path. On the other hand, the analog measuremetis signal path includesan
additional ampli er and doesnot include the bandpasscharacteristics of the comparatorsin
the digitizer, soit is not quite the correct normalization for the digitally-deriv ed spectrum.
Also, the analogtotal power hasa zeroo set which must be determined, while the digitally-
derived total power is o set free. Both total power measuremets will be calculated and
saved in the engineeringdata. Initially , the analog measuremeh (minus its zero o set) will
be usedin processing,but this choicewill be revisited at a later time.

The most straightforward method of radiometric calibration of the DACS data is to scale
ead normalized spectrum with its corresponding total power measuremeih and then to
treat eat channel, individually, asif it werea Iterbank channel. For ead DACS band, this
involves the quadratic interpolation of the spaceand target view measuremets within the
calibration window to the times of the limb views. It should be noted that 1/f noise due
to gain drift is almost completely isolated to the total-p ower measuremets. Total power
and normalized spectra of the calibration viewswill be Itered separately asthe normalized
spectra may be averagedover much longer windows than is appropriate for the total-p ower
channels. Given the stability expected in orbit, it may be appropriate to averagea day's
Spaceand Target normalized spectra, or to use constart spectral shapes,to be updated as
needed. The stability of the normalized calibration views will be investigated after launch.

Ideally, the spectrally- at Spaceand Target views should have identical normalized spec-
tra. When measured, the normalized spectra of the GHz ambient target and of a liquid
nitrogen load (proxy for Spaceviews in the laboratory) are very similar, but have systematic
di erences on the order of 1 10 3, or on the order of 1K in radiance. If the normalized
spectra of Spaceand Target were identical, a single gain per band could be calculated us-
ing only the total power measuremets, signi cantly reducing the computational burden of
interpolations. A method of making rst-order corrections for the e ects of the spectral
di erences between Spaceand Target on a single gain is described in App endix H.

4.8 Spectral baseline

The nite aperturesofthe MLS optical systemsintro ducesmall truncations at the edgesof the
beamsviewed by the radiometers. Thesetruncations createdi raction lobeswhich vary with
signal frequency (i.e., channel) resulting in small channel-dependert antenna patterns and
lossesthrough the optical paths from antenna to receiwers. Although thesee ects are small,
lessthan 0.1K acrossthe UARS MLS bands, they result in a channel-dependert signature
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in the radiancesmeasuredthrough the GHz antenna which can be measured. This signature,
called spectral baseline,is obsened when di erencing signalsmeasuredthrough the antenna
(when observing the atmospherewith a su cien tly large tangert height that atmospheric
contributions to the spectrally varying componert of obsened radiance are negligible) from
those measuredthrough the spaceport. The THz optical designusesa common scanning
mirror for observingboth signal and reference,and is thus lesssusceptibleto the generation
of baselineartifacts. Spectral baselinewill be determined by Level 1 processingfor both GHz
and THz radiometers.

UARS MLS experienceindicates that these small baselinesignaturescan be latitude de-
penden, and can be di erent for ascendingand descendingportions of the orbit. For EOS
MLS Level 1 software we chooselatitude bins similar to those used for UARS, 22.5, re-
sulting in a total of 16 bins (4 north of the equator for ascendingand descendingportions
of the orbit, and the samenumber south of the equator). Limb obsenations with tangert
point altitudes above selectedthresholdswill be usedto update the appropriate bin (selected
by tangent point latitude and ascending/descendingags) by adding the limb/space port
di erence (in calibrated radiance units) to the data in that bin and incremerting counters
which indicate the number of radiancesaccunulated in ead bin. At the end of a processing
run theseinformation are corverted into averageradiancesby simply dividing the accunu-
lated radiance by the total number of accunulated radiancesin that bin. This resultsin a
spectrum for ead band and bin which will be written to the radiance le for useby Level 2
processing.

The tangert point altitudes above which ead channel will be included in the baseline
computation will beindicated by userinput, and will beinitially de ned by thoseresponsible
for the Forward Model and retrieval algorithms. Thesealtitudes will likely be modi ed after
launch basedon analysesof in-igh t data, as may be the selectionof latitude bins. Spectral
bands with strong narrow atmospheric signals at the highest altitudes scannedneed only
baselinedata from the wing channels. The maximum nominal tangert height of the GHz
radiometer obsenations is 90km, and occasional periodic scansto higher altitudes may
be included to improve baselinedata quality. This decisionwill also depend of analysis of
in-igh t data.

4.9 Diagnostics

Se\eral diagnosticquartities will beroutinely computedduring Level 1 processingand written
to the GHz and THz diagnostics les. These quartities are intended to be plotted and
examined daily, to provide a clear picture of instrument performance, and hence must be
limited in quantity and simple to interpret. To provide end-to-end visibility into system
performancethese quartities are all derived from spectrometer outputs, and are:

1. Systemtemperatures,
2. Reference 2,
3. Interpolated channel gains, and

4. Channel zeros.

This selectionis basedon UARS MLS experience,and may changeasfurther insight is gained
into the nuancesof EOS MLS behavior with analysesof EM and FM data.
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49.1 System temp erature

Systemtemperature (Tsys) measuremets provide an instant view of radiometer performance

at a high level. This diagnostic quantity will be evaluated once per MAF sinceit is usedin

the estimation of radiometric precision. Tsys for ead lter channeli is computed from the

expression:

(C3z) cf)
6(2)

where CiS(Z) are the interpolated spaceview courts at the time of the zeromeasuremen, C?
are the zero courts, and §;(2) is the interpolated gain at the time of the zero measuremeh

for channeli. P;(2:7) is the radiativ e “‘temperature' of cold space,which, asper Equation 4.1,
rangesfrom O0to 0.8K for the full complemen of EOS MLS radiometers. The equations
given earlier in this chapter for thesequartities are usedin generatingthis diagnostic. Inter-
polated quartities are determined as described earlier in this chapter, and the temperature
of cold spaceis assumedto be 2.7K.

For UARS MLS we were able to measureC? regularly and frequertly. With the current
instrument there is no medanism for reducing the IF gains of all bands to their minima
concurrertly (or for easily restoring them to their operational settings). We thus plan to
measureC# every few weeks,an activity likely to be performed in parallel with any GHz
antenna mecanism “conditioning' actions. We expect CiZ to remain stable over temperature
and time, and sotheir infrequent update is not consideredto be a problem.

The IF attenuation range for FB25 and FB11 bandsis 32dB, and for the Wide Filters
is only 16dB. In practice the IF attenuators are not set for minimum attenuation during
nominal observing, meaningthat the IF attenuation changebetweenobservingand IF Zero
measuremets can be as small as 20dB for some FB25 and FB11 bands, and 10dB
for some of the Wide Filters. This manifests during instrument testing (and operation)
as clearly visible lter channel court level changescorresponding to the views to scenesat
di erent temperatures. Theseerrorsin C# would result in overestimation of Tsys by 1%for
the Iterbanks channels,and up to 10% for someWide Filter channelsif left uncorrected.
At the time of launch Level 1 software will not apply any correctionsto the measuredCiZ.
During the instrument activation period we will determine the IF attenuation settings for all
bands, and make the appropriate minor changesto the software to compensatefor the nite
additional attenuation intro duced during C# measuremets.

Tsys(i) = Pi(2:7) (4.47)

4.9.2 Reference 2

Systemtemperature measuremets provide a valuable, but incomplete, indication of instru-
ment performancein regardsto sensitivity. This is becausethe noise level on a channel is
extremely sensitive to signal chain stability over timescalesfrom a single data integration
up to a calibration window (3 minutes). A broad standard spectrometer channel (96 MHz)
is subject to radiometer noise which has an rms of only 1 part in 4,000 of the digitized
channel output in a single % s data integration. This meansthat variations in channel gain of
lessthan 0.0004dB impart signi cant additional uncertainty into calibrated limb radiances.

The e ects of smooth gain variations, sudc asthose causedby orbital temperature varia-
tions, are largely removed by the Level 1 radiance calibration algorithms, but variations due
to interference,gain variations over the timescalesof a MAF, or degradationsin signal chain
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electronics, are harmful. A suitable diagnostic for revealing degradations of this nature is a
plot of reference 2 for ead Iter channel. The spacereferenceis obsened for more MIFs
than the ambient target, soit is chosenfor this diagnostic, and determined by interpolating
the referencecourts onto the times of eat referencemeasuremeh and computing the mean
square di erences between measuremets and interpolates for ead channel. The quartity
written to the diagnostics le is the ratio of the obsened mean squaredeviation to that pre-
dicted simply by the radiometer equation. This diagnostic has proven invaluable on UARS
MLS during in- igh t operation whereit has provided immediate indication of such problems
as vibrationally induced noise from the switching mirror, allowing rapid correction of the
problem by minor changesto operating modes. This diagnostic is also currently in use for
analyzing the performanceof someEOS MLS breadboard radiometerswhere the variation of

2 with channel bandwidth, and its behavior asthe timing of the referencemeasuremets is
changed, has led to the rapid discovery of signal instabilities due to ground loops and other
test setup issues,greatly facilitating the correction of such problems.

4.9.3 Interp olated gains

The Level 1 radiometric calibration processe ectiv ely concealgpotential performancechanges
such as substartial drifts in channels gains which are indicativ e of failures or degradations
in electronic subsystems. We thus write the interpolated channel gains (Equation 4.18) at
the times of the rst calibrated limb radiance in eadh MAF to the Diagnostics le for daily
review.

4.9.4 Channel zeros

Performance of the Iter channel post-detector electronics is monitored by reviewing the
o sets of the channel digitizers, measuredin orbit whenewer IF gains are reducedto their
minima to monitor Tsys. This parameter reveals any problems due to DC amplier o set
drifts, and on UARS MLS was usedto detect a small number ( 3) of lter channel post
detector ampli ers which degradedduring ground testing, and were replacedprior to launch
(no further channels have degradedin this manner after more than 7 yearsin orbit). No
algorithms are necessaryto determine this quartity { all channel “zero' data are simply
written to the Level 1 Diagnostics le.

4.10 Calibration and ancillary inputs to Level 1 pro cessing

Table 4.2 lists parametersneededby Level 1 software to implement the algorithms described
in this document. The parameterslisted below | are discussedfurther in the next chapter.
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Table 4.2: Summary of parametersrequired by Level 1 software. PRD is an abbreviation
for Platinum ResistanceDevice, the type of temperature sensorusedto monitor the ambi-
ent calibration targets. IRU is the abbreviation for Inertial ReferenceUnit, the spacecraft
attitude determination system.

| Symbol | Units Description | Purpose |
B; Hz Noise bandwidth of ead Iter | Radiometric noisedetermination
channel
S Integration time Radiometric noise determination
Sy(f) WHz 2 | Postdetector noisepower spectral | Absolute radiance uncertainties
density for ead radiometer
r|°, ro { Relative sideband responsesfrom | Radiometric calibration
mixer to switching mirror
K { Re ectivit y of antenna elemen k | Antenna emission (radiance) de-
termination
,ASA { Antenna beam e ciencies Limb port to limb radiance con-
version
mx { Bae transmissions Radiometric calibration
i‘js { Optical transmission of antenna | Radiometric calibration
re ector k
r { Calibration target emissivities Target radiance determination
d K 1 Pointing thermal coe cien ts Absolute pointing. These coef-
cients are combined with mea-
sured MLS structural tempera-
tures to determine thermal distor-
tions
X Count 1 | Encoder coe cien ts Conversion of encader cournts to
pointing angles
E { Rotation matrices from instru- | Absolute pointing determination
mert to spacecraftreferencecubes
D { Rotation matrix from spacecraft| Absolute pointing determination
reference cube to IRU reference
frame
ET,DT K 1 Thermal coe cien ts of E and D | Absolute pointing. These coe -
cients are combined with space-
craft thermal data to correct for
thermal distortions in spacecraft
structure between MLS and the
IRU.
Ro 0C resistancesof individual PRD | Determination of cal target tem-
temperature sensors peratures
Ci; Cq .,V Engineering Data Hybrid internal | Conversion of engineering data
calibration values “courts' to engineeringunits
a, b { PRD corversion coe cien ts Conversionof PRD resistanceinto
inferred temperature
c, d ef { Thermistor corversion coe cien ts | Conversion of thermistor resis-
tance into inferred temperature




Chapter 5

Engineering data

The MLS instrument data systemcomprisesa redundant pair of certral Command and Data
Handling (C&DH) subsystemdinked via serial data and syndronization busseso a network
of 30RemotelnterfaceUnits (RIU). Each RIU contains an EngineeringData Hybrid (EDH)
which is usedto acquire analog engineeringdata. A partial list of the capabilities provided
by an EDH includes:

1. multiplexing (selection) of input signalsfrom one of 16 external or 6 calibration
(internal or external) sources,

2. selectionof input polarity,
3. selection of signal gain,

4. selectionof sourceexcitation current (none, 0.1mA for thermistors or 1.0mA for
Platinum ResistanceDevice temperature sensors),

5. selectionof signal o set, and

6. digitization via a V/F corverter, with the output from the V/F recordedby logic
in the RIU.

Not all combinations of signal chain attribute listed above are selectablewithout restriction,
and the EDH is targeted towards the measuremets of voltage and resistance(to support
both PRDs and thermistors) as shown in Table 5.1. Resolution of the digitized result is
limited by the external courter gate time and by the inherent noise of the V/F corverters,
but is designedto meetor exceedl6 bits for all measuremets. The nonlinearity of the signal
chain is dominated by the V/F converter, and is lessthan 0.05% of full scalesignal for all
measuremeh types. This level of performanceis such that no corrections are neededin the
processingsoftware.

Figure 5.1 shaws a block diagram of the EDH. One of 16 input sourcesis selectedvia
an analog multiplexer which allows any input sourceto be either a voltage or resistance(for
temperature measuremets). Resistive sourcesare excited by a current sourceof either 0.1
or 1.0mA, and the sensoranay be connectedin 2, 3 or 4 wire con guration. In addition, it is
possibleto reversethe polarity of the excitation current suppliedto PRDs in order to repeat
the resistance measuremen By averaging the inferred resistancesmeasured using both
polarities of excitation current, the e ects of thermocouple-inducedvoltage errors in these

43
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resistancemeasuremets are eliminated. This is necessaryto achieve the desiredaccuracies
for PRD measuremets of internal calibration target temperature.

Input signal sourceand polarity, excitation current, and channel gain and o set are all
selectedsimultaneously via an externally-provided 20 bit control word which is generatedun-
der software cortrol within the host RIU, allowing for considerable exibilit y in measuremeh
sequencing.The output from the EDH consistsof a (hominally) squarewave signal from the
V/F converter which is of the sametype usedin all of the lter spectrometers. This V/F
corverter is operated over a substartially restricted portion of its potential operating range
( 40kHz to 80kHz) in order to provide improved linearity comparedto a system which
operateswith a low frequencylimit much closerto zero;it should be noted that the operat-
ing rangesof the V/F corverters in the lter spectrometersare restricted inherertly by the
systemtemperatures of the radiometerswhich tend to be large comparedto the atmospheric
signals.

An input channel is selectedtowards the beginning of a MIF, and the rest of the MIF is
usedto allow the analogcircuitry to settle. In the caseof resistance(temperature) measure-
merts, someof this settling time may be required to charge up any feedthrough Iters in the
signal path from the EDH to the external sensor. The measuremeh system is designedto
allow complete settling in the 1 MIF allocation. The subsequeh MIF is usedto measure
the averagefrequency of the V/F cornverter output.

This timing schemeis illustrated in the upper half of Figure 5.2. Measuremen sequences
will be repeated starting on MAF boundaries, which implies that all engineeringmeasure-
ments made by any RIU can and will be completedin the duration of a MAF. In order not
to “waste' measuremeh time, somemeasuremets may be selectedmore than once during
a MAF, and Level 1 processingwill separately process(and write to the Engineering le)
measuremets which are repeated during a MAF. The only exception to this is for the cal-
ibration targets PRD data; for these data Level 1 processingwill additionally combine (by
averaging) the 2 measuremets taken of eadh PRD resistancein order to eliminate o sets due
to thermocouplejunctions in the wiring betweenEDH and sensor. The temperature deduced
from this averagewill be usedin radiometric calibration, but the individual temperatures

Table 5.1: Input signal types and attributes supported by the Engineering Data Hybrid.

Measuremerts are of voltagesor resistance. PRD1 and PRD?2 refer to Platinum Resistance
Device temperature measuremets over a relatively narrow temperature range (PRD1) for
the internal calibration targets, and a wider range (PRD2) for the sensorsmonitoring the
structure external to the main modules.

| Measuremen Type | Minimum | Maximum | Units |

Voltage {1 +7 Volts
PRD1 460 640
({20) (+70) (©)
PRD2 300 700
({100) (+100) ©
Thermistor 5.0 0.318 k
{80) (+100) ©
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Figure 5.1: Block diagram of the Engineering Data Hybrid. Seetext for further details.

deducedfrom ead excitation current polarity will alsobe written to the engineering le for
diagnostic purposes.

Figure 5.2 shows additional details of the V/F frequency measuremeh scheme. The RIU
generatesa Gate signal to indicate when the V/F output is to be recorded. The rising and
falling edgesof this signal indicate to the cortrol logic that the subsequen rising edgesof
the V/IF output denotethe actual period during which the number of cyclesof both the V/F
output (Ny) and of the higher frequency timebase (N;) are recorded. This results in a vari-
able measuremen interval which is slightly delayed from the commandedone, but sincethe
minimum V/F frequencyis 40kHz, the variation and delays are small and inconsequetial.
The cortrol logic is designedsothat a V/F corverter which is stopped or running at a speed
solow that the measuremen cycle has not terminated in time for the next oneto commence
(due for exampleto a large input signal of the opposite polarity to the one assumedfor that
channel), the measuremen cycle is forced to terminate, an error is recorded, and the next
measuremeh cycleis started correctly and on time. The measuremeis of N, and N; are used
to deducethe averagefrequency of the V/F converter output, f,, from the straightforward
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Figure 5.2: High level illustration of EDH timing. The upper portion of the gure shows tim-
ing at the MIF level, and the lower portion illustrates the relationship betweencommanded
measuremeh interval (de ned by the Gate signal) and that set by the V/F output. Seetext
for further details.

relationship:
fy=40 10° Y (5.1)

where 4:0 10 is the frequency of the timebasein Hz.

Advantagesof this technique over the oneusedon UARS MLS (in which the V/F output
is cournted without additional information from a secondcourter monitoring a timebase)
include:

1. the resolution of the measuremen is limited by the frequency of the timebase,
not the frequency of the V/F corverter,

2. high resolution may be obtained even with the V/F corverter run at a relatively
low frequency and over a limited portion of its dynamic range (which improves
linearity signi cantly),

3. by choosing a lower operating frequencyrange for the V/F corverter than would
be the caseif the dual counter scheme were not employed, overall power con-
sumption can be reduced, and
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4. the inferred result (a frequency) is independert of the signal integration time.
Penalties for this measuremeh approad include:

1. larger counters are needed(40 bits total vs 16 for a UARS-like implementation),

2. the control logic is more complex, and

3. additional onboard processingis required, sincewe wish to telemeter the derived
quartity f, to the ground instead of the directly measuredquartities N, and N;.

The resolution of this measuremen systemis ultimately limited by phasenoise (jitter) in the
V/F corverter output signalwhich tendsto have a nominally fl frequencycharacteristic. This
meansthat for a substartial range of signal integration durations the S/N of the measured
frequencyremains essetially constart. The EDH signal conditioning electronicsis designed
to introduce much lessnoise into the measuremeh cycle than the V/F jitter, sothat the
dominant sourceof noisein a digitized signal measuremeh should be limited typically by
the V/F jitter or by thermal drifts.

To make e cien t useof the 16 bit telemetry words usedto transfer engineeringdata, we
o set and scaleN, and N; to obtain the 16 bit quarntity fi5 as follows:

Ny
t

fig= 12 10° 36 100 135 (5.2)

f16 € ectiv ely usesthe full available dynamic range of the unsigned 16-bit slots assignedto
ead digitized engineeringdata quartit y, with somemargin for over- and under-rangesignals.

All analogquartities measuredby an EDH are converted to engineeringunits in a similar
manner. Measuremets are classi ed accordingto ‘type' by the sourceof the input signal:

1. avoltage (or another signal type, transformed to a voltage for digitization by the
EDH),

2. a resistance consisting of a YSI 44906 thermistor in parallel with a precision
4.990k resistance,or

3. aresistanceconsisting of a Rosemount 118AKT2F PRD.

The PRD category is further subdivided, since PRD resistance may be read over one of
two possible ranges, as shavn earlier in Table 5.1. All input signals are corverted into
frequenciesas described earlier. The frequency measuremets of all non-calibration inputs
are then corverted into engineeringunits via linear interpolation using EDH measuremeis
of calibration references. Each measuremeh frame (MAF) from an EDH cortains at least
one set of calibration pairs for ead data type.

Analog data inputs are rst calibrated using high and low calibration frequenciesfrom

the EDHs in ead RIU:
fx f|

fn f

X = Ch C)+Cy (5.3)
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where:

X is the desiredinput signal in engineeringunits, fy is the frequency measured
from the corresponding subchannel,

fy is the “high' calibration frequencyfor that channel type,

f| is the corresponding “low' calibration frequency and

Ch and C, are the high and low calibration parameters for this channel, which
are measuredduring test of the EDH.

If more than one measuremeh of f, and/or f, is made during a given MAF, the values
of f, and f; for that MAF are averaged before being applied in Equation 5.3. Multiple

measuremets of f, for a given subchannelare processedndependertly howewer, and recorded
in the Engineeringoutput le asseparatelytime tagged quartities. If no valid measuremeis
of f, and/or f| are presen in the data record for a given MAF, the most recert prior values
are used. If no prior valuesexist (e.g., at the start of a daily processingrun) then the values
from the default le are used.

5.1 Conversion to engineering units

5.1.1 Voltages and curren ts

In the caseof input voltages, Equation 5.3 gives the input signal to the EDH in units of
Volts. For scaledvoltages, and currents corverted into voltagesfor recording by the EDH,
the appropriate additional conversionsneedto be applied.

5.1.2 Temperature { PRDs

For resistive input sources,Equation 5.3 givesthe resistanceof the sourcein Ohms. For PRD
sensorsthe measuredresistance,R, is converted to a temperature, T, using the relationship:

a (Rym 5000=R, 500Q0)

T =
(10 b Rgny 5000=Ro)

(5.4)

where;:

T is the inferred temperature in Celsius,
a= 0:48945548411

b = 7:20107099888 10 °, and

Ro is the resistanceof the sensorat 0C.

This expressionis accurate to 0.15C over the temperature range -50C to +150C. By
customizing the coe cien ts a and b (not proposedhere) the error is reducedto 0.08C. The
expressionabove is the oneusedin UARS MLS data processing.

Note that the calibration target PRDs are measuredwith both polarities of excitation
current during eadch MAF. The inferred temperatureswill likely be slightly di erent for eat
polarity, and the averageof thesetemperaturesfor ead sensoris the quartity to be usedfor
radiometric gain determination and to be written to the Engineering le.
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5.1.3 Temperature { thermistors

As for the PRDs, Equation 5.3 is usedto determine the resistancepresered by the sensor
at the input to the EDH. Each thermistor is paralleled with a 4.990k precision resistor,
and Equation 5.5is usedto corverted the measuredresistance,Rj,, into the resistanceof the
thermistor sensor,Ry,, in Ohms, as follows:

(49900 Rp)

© (49900 Ry,) (5-5)

th

The thermistor resistanceis then corverted into temperature (Celcius) using the relationship:
T = 1.0
(c+log(Rin) (d+ log(Rin) (e+ log(Rn) 1))

27316 (5.6)

where:

c= 1:286212 10 3,
d= 2:355213 10 4,
e= 9:826046 10 8, and
f= 8835732 10 8

This expressionwas derived for UARS MLS data processingusing vendor supplied data.

5.2 Data qualit y and reasonableness

As for all telemetry processedby Level 1 software, engineeringtelemetry will be chedked for
reasonablenessising available ags, CRC and chedksum information. In addition, measure-
ments of EDH calibration valueswill belimit cheded, and appropriate estimatesusedin the
absenceof current data, together with the generation of diagnostic ags. Non-calibration
inputs cannot be cheded for reasonablenesin most cases.
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Ancillary data

There are two primary classesof ancillary data in the context of Level 1 processing:those
generated by the spacecraftor Flight Dynamics team, some of which are sert directly to
MLS, and some generated by ground processingand made available to Level 1 software
together with the instrument Level 0 data; and additional data neededby Level 2 which
involvesprocessingat Level 1, such asestimatedtangent point location in an Earth referenced
coordinate systemand local solar time at the tangernt point(s) of the obsenations.

The spacecraftgenerated/derived ancillary data listed in the Tablesbelow are taken from
the Interface Control Documert for the Microwave Limb Sounder[7].

6.1 Spacecraft provided/related ancillary data

The ancillary data in Table 6.1 will betransferredto MLS via the 1553spacecraftinterfacein
‘real time," while the data setin Table 6.2 will available to Level 1 during ground processing
of data. All of these data will be written to Level 1 output les and hencebe available to
higher levels of MLS processing. X, Y and Z in the tables are the primary spacecraftaxes
about which all pointing information is reported. MLS obsenesin the XZ plane, with X
being the nominal direction of igh t of the spacecraft,and Z the nominal nadir direction. X,
Y and Z form a corventional right-handed coordinate system.

The quaternion usedto indicate spacecraftattitude and solar/lunar positions is a four
elemert vector. Three of the elemerts specify a direction. The fourth elemen is the rotation
angle (in a right handed coordinate sense)about that vector. The rst three elemen are
dimensionlessthe angleis reported asthe cosineof half the rotation angle.

6.2 Level 1 processed ancillary data

Table 6.3 lists those ancillary data required by Level 2 which is producedby Level 1 process-
ing. Thesedata will be written to an Ancillary Data le.

Each data ancillary record is taggedwith the MAF count sincethe last instrument reset.
No explicit MIF counter is included, asthe data recordsare indexed by MIF from the start
of the indicated MAF. An additional MAF courter indicates the MAF in the current orbit,
and is resetto zero for the MAF following the one in which the tangent point crossesthe
equator heading south to north. A mission orbit number court is included in ead record.
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The master horizontal coordinate, , referencedin Table 6.3 is the angle between the
normal to the geoid, normal to the nominal limb ray path (boresigh), and the equator
illustrated in Figure 3.7 of the Level 2 Theoretical Basis documert [14]. This coordinate
rangesbetween0 and 360 (2 radians) at the start of processing,but in the ancillary data
le will not be resetto 0 asit rangesbeyond 360, but allowed to increasethroughout
the day. Level 2 processingwill corvert it badk to modulo 360 (or 2 ) as necessary This
represenmation is at the requestof Level 2 designers.

Table 6.1: Partial list of data sert from the spacecraftdirectly to MLS via the 1553 bus at
a 1Hz rate. Attitude anglesare reported as a 4 elemen quaternion. ECI denotes Earth
Certered Inertial. IRU indicates Inertial ReferenceUnit, the spacecraftgyro subsystem. See

text for de nition of the X, Y and Z axes,and of the quaternion. Padket headershave been
omitted.

\ Description | Resolution | Range | Knowledge |
Time Stamp 15.26 s year 1958{ 2094 10ms
SpacecraftPosition { ECI X,Y,Z 32 bits 8,000,000n 500m
SpacecraftVelocity { ECI X,Y,Z 32 bits 10,000ms 1 0.Ims 1
Attitude Quaternion (1,2,3,4) 32 bits 1 25 arcsec
Attitude Euler Angle X,Y,Z 16 bits 40 65 arcsec
Attitude Rate X,Y,Z 16 bits 03s1? 0.1 arcsecs 1,
Sun Vector X,Y,Z 16 bits 1 0.075
Moon Vector X,Y,Z 16 bits 1 0.75
DescendingNode Crossing 16 bits unsigned 105 min 0.1s
OblatenessAngle 16 bits 40 30 arcsec
OblatenessRate 16 bits 0.03s? 0.0larcsecs !
IRU Fault Status 16 bits N/A N/A
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Table 6.2: Spacecraft-relateddata made available to Level 1 software during ground process-
ing. Where these data are the sameas those shavn in the previous table, the accuracy and
resolution of data provided on the ground are much higher.

Spacecraft Description Knowledge; Time Tag | Temporal
Parameter Resolution Accuracy | Resolution
Position ECI XYZ 500m; 50ms 1Hz
Im
Velocity ECI XYZ 0.lms 1 50ms 1Hz
rates 1mm s !
Attitude Euler angleto 65arcsec; 50ms 8Hz
(roll/pitc hly aw) orbit frame <0.2arcsec
Attitude Rate Euler angle 0.larcsecs I; 50ms 8Hz
(roll/pitc hly aw) rates 0.0larcsecs !
Sun Vector Spacecraftto Sun 0.075; 50ms 1Hz
XYz 0.01
Moon Vector Spacecraftto Moon 0.75; 50ms 1Hz
XYZ 0.01
IRU Status and | IRU Con guration bits, | Bits and gyro ID 50ms 1Hz
Gyro Status Gyro Status Bits
Distance along 15m; 50ms 1Hz
Altitude Gecocertric or Geadetic <0.1m
Vertical to Ellipsoid
IRU Gyro Accumulated anglein <larcsec; 50ms 8Hz
Angle Gyro Coordinates <0.larcsec
Spacecraft SCE Voltage <1lv; 50ms 1Hz
Converter Voltage <0.1v
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Table 6.3: A partial listing of spacecraftand pointing-related data to be written to a Level 1
Ancillary (LB1OA) data le. These data are primarily for use by Level 2 processing,and
this table will be updated at the requestof Level 2 designers.Thesedata will be taggedwith
time, MAF and orbit courters.

| Item | Description \
Tangen Tangen point locations for R3 (B8) and R5H, the primary pointing ra-
points diometersfor the GHz and THz modules. Reported asgeccertric altitude,
latitude and longitude.
Solar zenith | Solar zenith angle at the tangert points reported above.
angle

Spacecraftlo-
cation

Spacecraftgecacertric altitude, latitude and longitude.

point

Elevation Estimated elewation rate of the GHz and THz boresighs derived from
rate spacecraftattitude rate and actuator encader data.

spacecraft | Spacecraftmaster horizontal coordinate. Seetext.

tangen Tangen point master horizontal coordinate. Seetext.




Chapter 7

Resource estimates

In this chapter we provide estimatesfor the key resourcerequiremerts of EOS MLS Level 1
processing,including le and daily /0 volumes, main memory requiremerts, and processing
capability. Memory and processingcapability are madciine dependert, and only approximate
estimates can be made at this time. The intent hereis to bound the requiremerts of this
software and show that they are reasonable.Sincethis software inherits much from its UARS
MLS predecessormany of the estimates can be cheded for reasonablenesdy comparison.
We alsodiscusshow I/O is minimized in this processing,and how usewill be made of parallel
processingto reducewall clock time of daily processingruns. To simplify the discussionwe
assumean operating mode which maximizesdata rate while meeting the current instrument
power allocation, realizing that other modes may be invoked which reduceall requiremerts
discussedbelow.

7.1 Input data volume

The input to Level 1 processingis dominated by the instrument data stream, sen to the
spacecraftat an averagerate of 10° bitss !, a daily volume of 1GB (GB  gigabyte, 23°
bytes). Ancillary data and overhead for the HDF (Hierarchical Data Format) le format
headersand links is unlikely to raise the overall daily input data volume above 1.2GB.

7.2 Output data volume

DACS data input to Level 1 processingis marginally compressedwithin the instrument prior
to padketization ( 30%compression)to meetthe 10° bits s ! instrument data rate allocation.
The corresponding output data products are not compressedprimarily becausethey are in
single precision oating point format for both radiancesand uncertainties. If data storage
ever becomesan issue(consideredunlikely), theseformats can be changedto scaledintegers
(as for UARS) with a small loss of dynamic range and increasein overhead at Level 2 to
corvert bad to scienti ¢ format for processing.

The largest source of output data is the calibrated radiancesfor the Iter and DACS
channels,including the relative uncertainty calculated with ead Iter channelradiance. The
daily volumesfor theseare computed in the following tables.

54



ResourceEstimates

Number of Iter channels?
Readout rate:

MAFs per orbit:

Orbits per day:

Bytes per datum:

Daily total:

55

19 25+ 5 11+ 8= 538

120times per MAF

240

14.6

8 (includes radiance and uncertainty estimate)
1.8GB

Number of DACS channels: 129 4 = 516

Readout rate: 120times per MAF

MAFs per orbit: 240

Orbits per day: 14.6

Bytes per datum: 4 (we assumea common uncertainty for all channels)
Daily total: 0.9GB

Number of engineeringchannels: 500 (upper limit for analog monitors)
Readout rate: Once per MAF

MAFs per orbit: 240
Orbits per day: 14.6
Bytes per datum: 4

Daily total: 0.007 GB

The daily totals are the products of all of the entries in ead table, and the analog engineer-
ing data is seento be insigni cant in volume comparedto the sciencedata. Details suc
as the time tags for engineering data have been omitted and are likely to approximately
double the daily volume for sud data, but its volume still remainsinsigni cant. The major
missing category of data from the above tabulations is the diagnostic data required to mon-
itor instrument radiometric performance. These data include the reference 2, interpolated
channel gains and referencecourts, and digital data such as phaselock status, and are likely
to amount to about a quarter of the size of the radiance data volume, 0.7GB (derived
from comparisonwith UARS). The daily total data volume in the above categoriesis thus
estimated to be 4.0GB. At the time of launch, basedon extensive testing and experience
with the Level 1 software, we estimate a total daily output data volume of 4.1GB. When
the instrument becomesoperational and we gain experience of its real characteristics and
behavior, we fully expect to modify the diagnostic output product suite in order to provide
clearervisibility. This will likely result in slightly larger total daily data output volumes.

7.3 1/O minimization

All Iter channeldata aregatheredin a6 MAF calibration window for radiometric calibration,
with smaller windows for DACS and engineeringdata. Data are logically appendedto the
end of this window and deleted from its beginning as ead MAF is processed.This resultsin

YIn the primary (nominal) MLS operating mode only 8 of the 12 broad lter channels are turned on.
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sequetial accesdo the input data les, and the samefor the output les, reducing le 1/O
to the minimum possible.

In the rst versionsof Level 1 software it is likely that baseline determination will be
performed after all of a day's data has been processed,resulting in a secondread of the
output radiance le. This data can readily be determined as the radiance le is written for
the rst time, and this optimization will be incorporated after the algorithms for baseline
determination are tested and veri ed.

The instrument data (Level 0) les input by Level 1 processingretain the padet structure
generatedby the C&DH, documerted in [12]. Output les will bein HDF format, and asdata
are written, links will be updated and recordswritten. A major advantage of this schemeis
that les will only be of the sizenecessarnyto store actual output products, and the le records
will not contain spacefor TBDs, spares,or data that might exist at somefuture time. This
is a major benet of an intelligent le structure, and also servesto minimize les sizes,and
hencel/O volumes. This should be particularly evidert for the EM which implements only
5 25-channel spectrometers, and none of the 11-channel, broad Iter or DACS subsystems.
This will result in a reduction in the radiance output le sizeto just over 10%its sizefor the
full instrument in its primary operating mode.

7.4 Main memory requiremen ts

There are three main componerts to the memory required by this software { the code itself,

static data (such as calibration information), and workspacefor the data in the calibration

window and the results of computations on thesedata. UARS experienceindicates that code
sizewill beinsigni cant comparedto available memory. The calibration window data struc-
tures cortain 5 MAFs of instrument data and the derived output products. Instrument data
for this window size amounts to 1.5MB, and the output data (calibrated radiances,uncer-
tainties, etc.) will increasememory requiremerts to  10MB. Parallel processing(discussed
below) requires duplication of certain working data structures since multiple threads will

require someprivate working variables. Assuming that calibration and related data amount

to a similar data volume indicates that the memory footprint of Level 1 software will be well
under 100MB. This is to be contrasted to the 8,192MB available in the current version of
the EOS MLS ScienceComputing Facility (SCF), indicating that main memory requiremerts
are not an issue

7.5 Pro cessing capabilit y

To obtain an initial estimate of processingcapability we have chosento scaleusing UARS
MLS Level 1 software performanceas the benchmark. This is felt to be a reliable starting
point becauseof the similarity of the algorithms for both instruments.

UARS Level 1 data processingis currently performed on a desktop Alphastation 4000
(300MHz Alpha 21064processor)and is I/O limited, taking 24 minutes of wall clock time,
but only 65 secondsof CPU time, to processan ertire days worth of instrument and ancillary
data. The current SCF (an SGI Origin-2000 with 16 processors)benchmarks at 40 times
the speedof the Alpha (this estimate comesfrom published SPECfp_rate95 gures for both
madines). The I/O is alsoconsiderablyfaster than for the Alpha dueto the direct connection
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to afast, e cien t, local RAID ? array for le storage. The number of channelsto be processed
is 10times larger for EOS, and these channelsare output at an 12 times higher rate.

Simply scalingthe CPU time up by the increasein data volume and down by the estimated
performanceincreaseof the SGI comparedto the Alpha indicates that about 3 minutes of
CPU time is required to processa day's worth of EOS MLS data. We justify this simple
scaling asfollows. For the lter spectrometer channelsthe nominal UARS and EOS Level 1
calibration windows encompass similar number ( 60) of spacereferenceviewsfor quadratic
interpolation during radiometric calibration processing.Sinceall other aspects of processing
for eadh channel are also very similar, scaling is felt to provide a highly reliable metric
for estimating these processingrequiremerts. The DACS represen the only completely
new processingof signi cance comparedto UARS. For the Iter spectrometersead channel
is examined individually by the Level 1 software to look for unexpected gain changesor
abnormally high reference 2, sinceead channel hasits own failure mechanisms. This is not
the casefor the DACS becauseof their digital implementation, and eliminates much of the
processingthat takesplacefor the Iter channelsbeforeradiometric calibration is performed.
Gain determination for ead1 DACS is from a single lter channel which monitors its full RF
input power. The unique processingstepsperformedon the DACs data consistof corverting
ead measuredautocorrelation into an estimate of the true (multi-bit) autocorrelation, and
the subsequeh Fourier transform into the frequency domain. The cornversion is relatively
straightforward, and care has been taken in the design of the DACS to ensurethat the
transform is e cien t. This hasbeenaccomplishedby providing 129lagsin eac DACS which
resultsin a 256 elemen vector® being transformed, very e cien t using an FFT. We estimate
that the combined overhead of the various DACS processingstepsis lessthan that required
for processingan equivalert number of analog Iter channels, but for this work assumethat
the cost of processinga single lter and DACS channel is the same. This will be veried as
soon as DACS data are available, either from future EOS MLS brasshboard models or SLS
prototypescurrently in house.

We estimate I/O time by assuminga sustainabletransfer rate to and from the local disk
storageof 10MB s ! (a single 100 Mbit Ethernet channel to a local RAID system,ason the
current EM SCF system). If we assumethat input data are read onceand output les written
and read once(the read beingto derive diagnostic information sud asbaselinespectra), then

100 pytes total are transferred to and from the disk storagein the processingof one day's
data. At a 10MB s ! transfer rate this implies 17s of I/O time. We thus estimate 20
minutes of wall clock time to processa single day of EOS MLS data at Level 1, very similar
to the current gure for UARS MLS.

The above argumerts do not take into accourt improvemerts in processingpower in the
time betweennow and production processing,nor the increasein processingspeed attain-
able through the addition of more processors. Similarly, disk I/O speed can, and will, be
substartially increasedby increasingthe number of connectionsfrom the RAID array to the
processorsystem from the current single 100Mbit non-sharedEthernet path to seweral (up
to 4 possiblein the current system), or to even faster IEEE-1394 interconnects expected to

2Redundant Array of Inexpensive/lndep endert Disks

3The 129 elemert data vector from each DACS is converted into a 256 elemert vector for Fourier trans-
forming by appending all but the rst and last element of the DACS data in reverse order to the original
vector. The returned transform consists of just the real part of the returned data, the imaginary part being
all-zero.



58 ResourceEstimates

be readily available in the timescaleof the nal SCF. We thus concludethat processingtime,
including waits for external 1/O transactions, will not present any issuesor problems.

At the time of launch, basedon test results, we expect a full nominal daily Level 1 data
set to require lessthan 2 hours to processusing a single dual-processorLinux-based XEON
workstation (3.2GHz processors2 GB total main memory). Hencewe do not currently see
any needto actively pursue a parallel processingapproac (discussedin the next section).
Since the execution time of this software can increaseby an order of magnitude if data
quality (or instrument characteristics) are "bad," we will revisit this issueif necessarybased
on actual operational data quality. Another potential reasonfor parallelization would be a
later need/desireto reprocessdata at a very high rate.

7.6 Speedup through parallel pro cessing

Many areasexist in this software to achieve speedupthrough parallelism, but it only makes
senseto parallelize the portions of the code which produce the largest return for the least
e ort, andto dothis in a portable mannersothat the software is not tied to a singleprocessor
vendor and family. All appropriate computersfor this processingtask in the timescaleof EOS
are likely to be symmetric multi-pro cessor(SMP) systemswith substartial shared memory
and a small number (8 to 128) of processors. Such systemsare available from SGl, HP,
IBM, Sunand DEC (now Compaq), and the following discussiondirectly relatesto the SGI
Origin 2000, the version of the SCF used for dewelopmen of this software. Our researt
indicates that changing to an alternative machine/vendor in the future would be a minor
(but undesirable) perturbation, not a major hurdle.

The obvious areasfor parallelization are:
1. Iter channel radiance calibration and
2. DACS processing.

There are just over 500 Iter channelsrequiring identical processingfrom raw data numbers
into calibrated radiancesand uncertainties. This can be thought of asa loop by channelin

the sourcecode, and we proposeallowing several loop iterations to be performed as separate
threads in parallel. There are no dependenciesbetweenthreads, sothis is easyto implemert,

and the speedupshould be largely proportional to the number of available processors.

The DACS can be processedas 4 separatethreads (one per DACS), or, more likely, will
be processedsequetially with the parallelism at a lower level. The latter approad is likely
to be more e cien t since one of the main tasks of DACS processingis the FFT for which
e cien t parallel libraries are likely to exist for all potential computer architectures that could
be usedfor MLS production processing.

The above methods of parallelism will be built into the software from its initial release
usedwith the EM, and further re nements will only be included in the unlikely event that
further reduction in processingtime is required. This was not done prior to launch simply
becauseit was not found to be necessary
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7.7 Summary

EOS MLS Level 1 processingtime is highly dependert on the chosencomputer system, but
unlikely to exceed20 minutes of “wall clock time' to processa day's worth of data®. Main
memory footprint® is likely to be well under 100MB, daily 1/0 will be of order 10GB, and
daily output data volume of order 4GB. It has beenshownn that I/O trac can be readily
minimized if necessary and processingalgorithms will be implemented to run in parallel
where appropriate to make e cien t use of available CPU resources.It has also beenshown
that 1/0 time dominates, reducing the value of optimization of CPU resourcescompared
to the more signi cant gains derived from steps taken to eliminate unnecessaryl/O and
minimize overall 1/0. It should be pointed out that the current SCF with 8 GB of RAM is
capable of keepingall input and output les memory residert if necessary

We concludethat the resourcerequiremerts of EOS MLS Level 1 software will be rea-
sonableand acceptable, especially since the estimates generatedabove do not assumeany
increasein capability over the current version of the SCF.

4As discussedabove, we chosenot to parallelize the Level 1 code prior to launch, resulting in anticipated
daily processingtimes of order 2 hours.

5A side e ect of the decision not to parallel processin the initial launch-ready software is that the main
memory requirement has increasedto just over 1GB in order to increase processinge ciency .
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Additional topics relevant to
Level 1 data pro cessing

8.1 Qualit y control and exception handling

It is essetial that Level 1 processingsoftware be robust when it encourters unexpected or
absen data. Sudc events will ariseduring the instrument turn on sequencefrom single evert
upsetswhich impart errors in telemetereddata, and possibly from failures or degradationsin
instrument hardware. User inputs (from command les or the runstream command string)
allow the processingof any engineeringor sciencedata to be inhibited. This provides a
medanism for eliminating the processingof data points which display characteristics of such
a nature that it is impossible (or not worth) devising software workarounds to deal with
them.

This is best explained by an example. Consider the caseof an intermittent ambient
calibration target temperature sensorwhich returns occasionalbad data. The errorsin such
data could be so small that the conversion from counts to temperature units presers no
problems within Level 1 processing,but since these data are usedin conjunction with the
data from the other temperature sensorson the target, the radiometric gain calibration
algorithms could output incorrect results at a level which impacts sciencedata quality. The
approach taken on UARS to handle data hits in calibration target temperature telemetry,
and which will be usedin this software, is to compare the temperatures reported by all
related temperature sensorsand reject any readings which lie outside of a predetermined
scatter range. This action is also reported in the Level 1 log le sothat the situation can
be examined o -line to determine whether the sensorshould be declaredbad. To date no
engineeringsensorshave failed or even noticeably degradedon UARS, but occasionaldata
hits, attributed to single event upsets, have been obsened in such data as that from the
calibration target temperature sensorsand the antenna shaft angle encader.

Engineeringdata is generally processedy a limited set of software procedures(functions)
which perform corversionsof calibration and monitor point data setsinto engineeringunits
such as Volts, Amps and Celsius. For eat speci ¢ monitor point there will exist a database
entry which de nes the upper and lower limits for both the calibration readings and the
datum being converted. If any of theselimits are violated, the data point will be marked as
‘bad' and a log le eniry generated.

For limb radiance measuremets Level 1 processingmakes no sophisticated attempts to
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determine data validity other than declaring radiancesoutside the approximate range -80 to

+400K to be “bad,' and rejecting baseline radiances outside of rangesset by user inputs.

Note that the range of the expected noise on individual calibrated limb radiancesis large
due to the wide range of channelsnoisebandwidths (  0:2 to 500MHz), and the “acceptance
limits' for calibrated radianceswill be set on a channel-by-channel basis after early in- igh t

data has beenreviewed. It is possible,and indeed necessaryto perform quality cheds on

reference measuremets before they are used for calibration of the assaiated limb data.

Spaceview referencemeasuremets are processedo determine their 2, a valuable indicator

of systemstability. This is doneby calculating the rms scatter of thesemeasuremets against
the quadratic t performed during radiance calibrations. Thesedata have proven extremely

valuable on UARS MLS. Spacereferencemeasuremets which occur more than 6 standard

deviations from the interpolating quadratic are rejected, and the tting processrepeated
without thesedata. Ambient target measuremeh sequencesre ltered for data data points

similarly.

Other instrument performance parameters which will be determined routinely include
systemtemperatures and time seriesof interpolated channel spacecounts and gains. These,
together with the full complemen of engineering data, sere as valuable quality cortrol
information which will be plotted and examined on a daily basis oncethe instrument is in
orbit.

8.2 In-orbit “tuning’ of algorithms

In addition to use of in-orbit data for validation of instrument operation and validation of
Level 1 processingdiscussedurther below, in-orbit data providesvital information necessary
for ne tuning of someparametersobtained from prelaunch estimates. Important examples
of data/algorithms which will be tuned using in-orbit data include:

1. Antenna lossand scattering parameters( and ),

2. gain variation (fl noise) parameters (breakpoints and slopes),

3. radiometer-to-radiometer relative boresigHhs,

4. instrument frame of referencewith respect that of the spacecraft,and
5. baselinecharacteristics.

Experiencewith UARS indicates that in most casessimple re nements to prelaunch param-
eters will arise from analysis of in-orbit data. Relative boresighs of the radiometers will
be enhancedfrom study of both routine atmospheric radiances, and signals obtained from
those occasionswhen the moon traversesthe antenna FOV. Special scan sequenceswill be
employed to maximize the data return from the moon scans,which only happen a few times
a year, and this re nement is likely to improve incremertally asnew data are acquired. Re-
ning the algorithms which predict instrument pointing in the Earth's referenceframe is also
likely to be an incremertal process. Baseline characterization is an example where we will
assumethat EOS MLS behavesmuch like its UARS predecessorand careful study of in-orbit
data will be required to characterize any idiosyncrasiesin the obsened data, with relevant
algorithms updated basedon obsenations of true instrument behavior.
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Another major areain which algorithm tuning may be required concernsunanticipated
behavior in instrument data. The approadc taken with this software is to build in resilience
against expectedor likely events sud as:

1. anon-standard scansequenceavhich doesnot produceenough(or any) radiometric
calibration sequencesvithin the calibration window for the algorithms described
in Chapter 4,

2. data "hits' (e.g., from cosmicray induced single evert upsetsin electronic com-
ponerts) which create temporary data inconsistenciesand

3. data out of prescribed limits, aswill happen during turn-on sequences.

With UARS MLS data characteristics were found to change after more that a year of in-
orbit operation due to wear in the bearings of the switching mirror and antenna scanning
medanism. The changesto sciencedata were not handled in an optimal manner by the
pre-launch Level 1 software, and changeswere eventually madeto both on-board instrument
software and the ground processingsoftware to minimize, and in somecaseseliminate, any
impact to sciencedata quality. Such quirks cannot be predicted in advance,and the approact
taken hereis not to try to anticipate and program against the unlikely, but designand build
robust software which can be cleanly and safely enhancedwhen suc behavioral anomalies
have beenanalyzed and characterized.

8.3 Use of Level 1 algorithms in instrumen t testing

The primary motivations for using Level 1 software with the EM and FM versions of the
instrument during instrument integration and testing are to test both the software and the
instrument. The EM doesnot implemert the full radiometer or spectrometer complemer,
but generatesevery data type to be processedby this software with the exception of that
from the DACS. This allows the Iter spectrometer radiometric calibration algorithms and
all engineeringdata processingalgorithms to be extensiwely exercisedrelatively early in the
program. Level 1 software will be usedto routinely calibrate and catalog the instrument
engineeringdata for both versionsof the instrument. Functional veri cation tests of system
noise levels and sensitivity will also exercisethe radiometric calibration algorithms for the
Iter channels,but the “science'data from many tests will require o line processingunavail-
able in this software. Sud tests include end-to-end spectral sweepsand relative sideband
measuremets.

We anticipate that the instrument ground test environment will be far more volatile than
that seenroutinely in orbit, and thus provide an excellent robustnesstest for this software.

8.4 Validation

Instrument testing is likely to uncover most errors in algorithms or coding of this software,
but in-igh t data will provide a rich environment for validating many aspects of the instru-
mert, and also many output data products from Level 1, as was the casefor UARS MLS.
By implication, the validation of data products is alsoa validation of the algorithms and im-
plemertation usedto generatethem, and the calibration parametersusedin the processing
algorithms.
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Certain featuresof atmosphericradiancesare highly predictable and dependable, provid-
ing ideal data for validating both instrument operation and the assaiated software. When
observingthe limb at tangerts heights of 100km or more, most Iter channelsshould report
radiancescloseto that of cold space. Conversely when observingwith tangent heights close
to, or slightly below, the Earth's surface,most channelswill return saturated radiances.



App endix A

Signican t dierences from UARS
MLS

One of the more signi cant di erences between UARS and EOS MLS is the choice of a
continuousscan. This wasimplemented on EOS MLS to provide radiancemeasuremets more
denselyspacedin the vertical than for UARS MLS, and thus allow better vertical resolution
in retrieved geoptysical parameters. The EOS MLS nominal integration time is chosento
provide negligible or acceptable 'smearing' of the FOV during individual integrations. The
limb scanis slower in the trop osphereand lower stratosphereto provide more obsenation
in these regions of the atmospherewhich are currently of greater scierti ¢ interest than in
the middle and upper stratosphere. The %s integration time correspondsto FOV vertical
movemen at the tangert point of 0.4km in the trop osphereand lower stratosphere, 1km
in the middle and lower stratosphere,and 2.5km in the mesosphere.

The continuous scan has no impact on Level 1 processingalgorithms, but the following
instrumental di erences result in changesor additions to the software:

1. Two radiometric calibration targets are included in the GHz module instead of a
singletarget ason UARS MLS. One of thesetargets is thermally well-coupledto
the GHz structure and serwesasthe primary warm referenceduring in-igh t op-
eration. The other target, which is similar in construction (i.e., is not intended to
have degradedemissivity), is thermally decoupledfrom the structure and attached
to a radiator patch sothat during in-orbit operation it oats to a temperature

20K below the primary target. This target alsocontains resistive heaterswhich
allow its temperature to be raised 20{30K above the temperature of the primary
target during ground testing. The power to heat this target is provided inter-
nally from the instrument, but this capability will be removed prior to launch.
The secondarytarget thus provides a valuable alivenesstest during all phasesof
ground testing which was not available on the prior instrument. In addition, it
servesasa in- igh t badkup should there be any problem with either the primary
target or the Switching Mirror systemwhich prevents use of the primary target.

2. A frequency synthesizer is included in the instrument to allow in-igh t spectral
calibration of the 11 and 25-channel lterbank spectrometers. This addition is
included becauseof the long designlife of EOS MLS (5 yearsin orbit) compared
to UARS MLS (18 months).
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3. Four high resolution digital autocorrelator spectrometers (DACS) are included
on EOS MLS for accurate mesosphericand upper stratospheric measuremets.
Although minor in terms of instrument construction, these devicesprovide ap-
proximately half of the data generatedby the instrument, and are a signi cant
workload for the Level 1 processingsoftware and hardware.

4. The data transferred from the instrument to the spacecraftfor processingon the
ground is padket oriented (conforming to CCSDS padketization corvertions?) as
opposedto the xed timing, xed recordstructure generatedby UARS MLS. This
meansthat the xed length record (with xed location contents) le structure
usedfor the prior instrument at Level 1 is inappropriate, and an HDF structure?
conforming to EOS Project guidelineswill be usedfor EOS MLS.

From the viewpoint of Level 1 processingthe dierences between UARS and EOS MLS
are generally small. The most signi cant di erences arise from (1) the introduction of the
DACS with their completely new processingrequiremerts, (2) the slightly variable length
MAF which eliminates some algorithm performance optimizations possible with the xed
length UARS MAF, and (3) the THz radiometer with its unique radiometric gain calibration
algorithms which accourt for LO power changes.

LConsultativ e Committee for SpaceData Systems.
Hierarchical Data Format.



App endix B

Hetero dyne radiometers and black
body radiation

This chapter is taken from Appendix B from [4], modi ed slightly for inclusion in this docu-
mert.

The MLS heterodyne radiometersreceive power h =fexp(h =kt) 1g per unit frequency
range when viewing a black body sourcewhich completely lls their FOV, where is fre-
qguency h is Planck's constart and k is Boltzmann's constart. Our objective hereis to relate
the power received by a coherert (heterodyne) radiometer to the temperature of a black body
which completely lIs its FOV. By ‘cohereit’ we meanthat electromagneticradiation is cou-
pled to the radiometer in a manner which presenesits phase| this placesconstraints on
the modeswhich are received and in uences the e ectiv e areaof the aperture which “collects'
the radiation. Let | ( ; ) bethe intensity (Watts Hz ' m 2 ster 1) of unpolarized radiation
incident upon a collecting aperture from direction ( ; ). The power in frequencyinterval d
delivered through the aperture to a single-polarization radiometer can then be written

z

dP = od 1 ()AL ®.1)

where Ag( ; ) is the e ectiv e collecting area, the factor of % is due the radiometer accepting
only one polarization, and tl];g integral is over solid angle .

A generalexpressionfor Ag( ; )d is derived from considerationsof a thermodynamic
equilibrium situation. Let the collecting aperture be immersed in a cavity of black body
radiation, and let thermal equilibrium be establishedat temperature T between the black
body and the radiation in the transmissionline which matchesthe aperture to the radiometer.
If V is volume of the cavity, then the black body radiation intensity is given by

« )
BB _ N 3( )hEiT C .
I - T 4_ . (B-2)

The rst factor in bracesin (B.2) is the average energy per unit volume; the secondis

the cornversion to isotropic radiation intensity with ¢ being the speed of light. N3( ) is
the number of modes per unit frequency interval in the 3-dimensional cavity, and hEi_ =
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h =fexp(h =kT) 1gisthe averageenergyin asinglemode at temperature T and frequency
[e.g., Vol. 3, chap 4 of Feynman et al., 1963]. The thermal equilibrium power in the
transmission line within the frequencyinterval d which is moving toward the aperture is

()
gpT = NEL v, (B.3)
- L 2 ' '

where L is the line length. The rst factor in bracesin (B.3) is the averageenergy per unit
length in the line, and the secondconverts it to power moving toward the aperture wherev
is propagation speedin the line (in equilibrium, half the power movestoward the aperture
and half movesaway from it). N1 is the number of modes per unit frequency and rEi_ is
the sameasin (B.2) sincethe averageenergy per mode at thermal equilibrium dependsonly
on temperature and frequency In thermal equilibrium the transmission line power moving
toward the aperture will equal that collected from the radiation eld by the aperture and
deliveredto the line. Setting (B.3) equalto (B.1), and using (B.2) for I ( ; ) which canbe
taken outside the integral sincethe black body radiation is isotropic, leadsto

z
. _ v Ni=L |
Ae( ; )d = 4 ¢ Na( )=V (B.4)
Using (B.2) and (B.4) in (B.1) gives,for a black body source,
dpBB _ . Nipv .
g = Ei; T3 (B.5)

The signi cant di erence between (B.5) and (B.3) is that (B.3) requires the transmission
line to be in thermal equilibrium with the black body, whereas(B.5) doesnot. Heterodyne
radiometers, such asin MLS, usea “single mode' transmission line for which N, = 2L=v, so
(B.5) becomes

dpBB
d

= MEi ] (B.6)
h =fexp(h =kT) 1g ; (B.7)

which is the relation betweenthe black body temperature and the power per unit frequency
received by a heterodyne radiometer whoseFQV is completely lled by the black body.
Although it is not neededfor the above derivation, the number of modesper unit frequency
for a 3-dimensionalblackbody cavity of volumeV is N3( ) = 8 2V=c. When this and the
expressiongiven above for N1 are usedin (B.4), we obtain
Z

Ae(; )d = =2 = 2 (B.8)

where is wavelength of the radiation. By invoking detailed balancing at thermal equilibrium
(the principle that equilibrium must apply to each frequency direction and polarization [e.g.,
section 9-15 of Reif, 1965]), and using the preceding argumerts leading to equation (B.4),
the e ectiv e aperture areafor collecting radiation from direction ( ; ) is shown to be given
by
2
Ae( 1) = =G5 ) (B.9)
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where G( ; ) is the aperture's angular “gain'. (If unit power is delivered to the aperture
by the IineRthe amount radiated within solid angled in direction ( ; )isG(; )d =4 ).
Note that G( ; )d = 4 , asfollows from using (B.9) in (B.8). Combining (B.1) and
(B.9) gives
1 Z
dP=d4— I (;)G(; )d ; (B.10)

where
1
| = =21 B.11
> (B.11)

Equation (B.10) is applied seweral placesin this documert. Equations (B.8), (B.9) and (B.10)
describe general properties of coheren radiometer systems. The derivations given here are
basedon notes from classestaught by A.H. Barrett and D.H. Staelin at the Massatusetts
Institute of Tednology.
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App endix C

Calibration and noise

In this appendix we discussthe e ects of noise on a total power measuremenh system suc
as EOS MLS. The familiar expressionsfor the sensitivity of an individual measuremen are
derived, and extendedto allow for the e ects on calibration measuremets of gain variations
which increasein spectral density with decreasingfrequency usually referred to as‘fl' noise.
The following discussionbuilds largely on a prior work describing the sensitivity of total
power radiometers with periodic calibration [5], and retains similar terminology. It should
be noted that the description which follows doesnot relate exclusively to total power mea-
suremernts systems, but is applicable to any measuremeh system which combines discrete
calibration/reference and scenemeasuremets.

In the interests of keepingthe mathematical expressionscompact and comprehensible,
the assumptionsare made that gain variations between calibration measuremets are small
comparedto the random noiseon an individual measuremefy and that the noiseon a single
referencemeasuremen is of the samemagnitude asthe noiseon a single Limb measuremenh
The rst assumption is reasonablefor an instrument with the characteristics expected for
EOS MLS, and the secondis removed in the algorithms implemented for Level 1 processing.

In the latter part of this appendix we discussthe partitioning of the uncertainties in
calibrated radianceinto two componerts: a random componert which appearsasnoiseon the
spectral contrast in a measuredspectral feature; and a correlated componert which appears
asan overall gain variation which primarily sernesto createuncertainty in the absolute value
(o set) of an obsened spectrum. Thesetwo componerts are determined separately during
Level 1 processingto suit the needsof Level 2 retrieval algorithms.

C.1 Description of the measurement system

MLS integrates and digitizes obsened radiances with constart integration times, equally
spacedin time. A nominal measuremeh sequenceconsiststypically of a set of Limb (L)
integrations lasting 20s followed by measuremets viewing the Spaceport (S) and internal
ambient Calibration Target (C). Spacemeasuremets are of duration 2s, and Target mea-
suremeris 1s. All measuremets are broken into short, regularly spacedand xed duration
intervals called Minor Frames (MIF) of nominal duration %s, and the entire measuremenh
sequencds repeatedonceevery Major Frame (MAF), of nominal duration 24.7s. MAFs are
of sightly varying duration (but always comprise an integer number of MIFs) to accommo-
date their syndronization to the spacecraftorbital period, and there is a delay consisting of
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a small integer number of MIFs as scanand switching medanismstransition betweenLimb,
Spaceand Target views. Further details were provided in Chapter 1 of this documert.

This timing is shown in Figure C.1 which indicates a single Limb obsenation together
with the most recert precedingand succeedingcalibration measuremen pairs. Note that all
data integrations are of constart duration, and that calibration measuremets consist of a
sequenceof consecutive views. The period betweensuccessie data integrations is very small
( 5ms) comparedto the data integration time (%s nominal). The start of the rst limb
data integration following a calibration measuremeh sequencedenotesthe start of a MAF.
During Level 1 processingwe needto determine the estimated referencé and gain for eah
channel at the times of the Limb obsenations.

It is common practice to expressthe sensitivity of a total power radiometer in terms of

noise equivalent temperature di erence, T, given by:

S
2

1 G
+  — Cl1l
= €.1)

where:

Tsys is the systemtemperature, commonly provided by a Y-factor (hot/cold load)
measuremen,

YFor this discussionwe assumethat only the Spacereference measuremers are to be interpolated to the
times of the Limb measuremerts, but in practice the software is structured to allow either Spaceor Target
views to be selectedasthe primary referenceto be di erenced from the Limb measuremers.

N
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Figure C.1: Figure shawing the relative output voltages and nominal timings for a single
Limb obsenation (L) and adjacert sequencesf Space(S) and ambient Calibration Target
(C) referenceobsenations. The vertical axis represens the output from a spectrometer
channel, which in the caseof EOS MLS is a digitized quartity. The lower portion of the gure
expandsthe calibration viewsto show that they consistof sequence®f data integrations, all
of which are of the sameduration (i.e., | = s= (). The interval betweensuccessie data
integrations is greatly exaggerated.
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B is the predetection noise bandwidth of the measuremen channel,
is the postdetection integration time of the measurement, and
?G represerts the normalized rms uctuation of radiometer power gain.

Although this equation indicates the noise on an individual signal integration, it ignores
completely the e ects of low frequency noise on the calibration measuremets usedin the
determination of calibrated radiance. For a systemwith fl noisethe full relationship between
T and Tgys clearly needsto include details of the timing of the calibration measuremets
with respect to the limb measuremen, and also details of the noise power spectrum.

A simple illustration of this measuremen systemis shavn in Figure C.2 in which the
radiometer responsefunction (H) and channel noise power (S;) are shonvn as a function of
frequency Two points must be clearly understood in this gure; the horizontal axis indicates
frequency in spectrometer post-detector output domain, not the radiometer input domain,
and H (f ) is a power responsefunction derived from the function which providesthe estimate
of the di erence betweena Limb measuremeh and its surrounding referencemeasuremeis
(calibration lter).

To illustrate this more clearly, considerthe simple measuremeh sequenceshown in Fig-
ure C.3 in which a single limb measuremen is di erenced from the next Spacereference
measuremeh Both measuremets are single MIF integrations (i.e., | = s = ) with the
Limb measuremen certered at t = 0 and the referencemeasuremen at t = T. These mea-
suremeris are cormbined to determinetheir di erence by subtracting the referencesignal from
the Limb signal, shovn by the weightings in the lower half of the gure. The estimate of
Limb minus referencesignal di erence is given by the lter shown in the lower half of the
gure. Theseweightings also represett the integration periods for both measuremets, and
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Figure C.2: Simpli ed represenation of the noisepower spectrum, S(f ), and the calibration
Iter power responsefunction, H (f ), in the post-detector frequencydomain. The noisepower
spectrum has 2 componernts; a frequency independert (white noise) componernt S;(f) and a
fl componert Sg(f ). The calibration Iter responsefunction, H(f), is highly idealized, but
displays the essetial characteristics that its responsefalls to zero at DC and as frequency
tends to innit .
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for an input signal €2 " t, the output, R(f), of the calibration Iter is given by:
|
1 Z 4 7, Z 1+ 7 . .
R(f)= = e? Tt e? Tt (C.2)
7 T 3
The normalization factor 1 is included to indicate that we require unity DC input to an
integrator for unit time producesunity output. The right hand side of this equation evaluates
to produce
sin( f ) sin( f )ezﬁT

(f) (f)

where the sinc functions arise from the integrator responsesand the phasefactor is a result
of the temporal separation (by time T) of the two integrations.

The desired radiometer responsefunction for noise power, H(f ), is simply the squared
magnitude of R(f ), or R(f )R (f).

To be useful the calibration Iter must include more information than just that from the
closestreferenceview. In practice we combine the data from seweral referenceviews enclosing
the Limb measuremen to obtain a lower noise estimate of the referenceat the time of the
Limb view.

R(f) = (C.3)

e R
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Limb measurement
— Space (reference)
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Figure C.3: The upper plot indicates the output of a channel while viewing the Limb (at
t = 0) followed by a view to the Spacereference(at t = T). The lower plot indicates the
relative weightings applied to the two measuremets by a simple calibration Iter which
merely di erences the two measuremets.
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Equation C.2, and the corresponding expressionfor H (f ), are readily extended for the
casein which multiple referenceviews are combined and di erenced from a single Limb
measuremelt

X 2
H(f)= sinc(f ) sinc(f ) w(t kty)e? T ki) (C.4)
k

where the factors w represer the weighting applied to ead referencemeasuremeny and for
corvenienceof represenation we have assumedthat all referencemeasuremelts are equally
spacedin time (by time t;) and symmetrically disposedabout the singleLimb measuremen
The weights are subject to constraints which ensurethat they producethe desiredinterpolate,
discussedin the next chapter.

The noise power, ( T)?, in a single Limb measuremen is given by the convolution of
the post detector noise power spectrum, S(f ), and the power responseof the post-detector
system, H (f ): z,

( T)?=¢ S(F)H(f)d (C.5)
0

where c is the channel gain, usually expressedin units of Kelvin per volt, or, in the caseof
EOS MLS, Kelvin per count. Minor assumptionswhich have beenmade, both of which are
reasonablefor EOS MLS, are:

1. the noisein ¢ has beenneglected,and

2. the noise power spectrum has beenassumedto be the samefor both signal and
referenceviews.

From the Radiometer Equation we can directly infer Si(f ), the “white noise' componert of

radiometer noise: )

2T
Si(f) = BSVS foro0 f B (C.6)
In this represenation S;(f ) isin units of K2, and the factor of 2 in the numerator accourts for
the relationship betweenpost-detection integration time and post-detection noisebandwidth
(B = zi). The condition on bandwidths given to the right of this equation is discussed
further in Appendix F. Combining previous results gives:

2

X G
w2(t  kto) + < (C.7)
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where the left hand term on the right hand side of this equation gives the white noise
contribution from the Limb measuremen the certer term givesthe white noiseterm on the
conmbined referencemeasuremets, and the right hand term givesthe fl contribution to the
Limb/reference di erence. The gain variation term is given by:

G ? ¢ 241

G T sys 0

Sy(f)H (f) d (C.8)

where Sy(f ) represerns the noise componert with non-white spectral density.
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C.2 Correlated and uncorrelated noise

For Level 2 processingneedsit is conveniert to separatethe uncertainty corntributions gener-
ated by the spectrally at and fl componerts of S(f ). Analysesof radianceswhich rely solely
on spectral contrast are in uenced almost ertirely by the spectrally at noise componen,
while analyseswhich depend upon accurate knowledge of absolute radiancesneedto include
the uncertainty contribution arising from gain variations, given by the fl componert.

We refer to the uncertainty generatedby spectrally at noise as “uncorrelated noise,’'
and compute this during Level 1 processingfor ead individual limb radiance. The “cor-
related noise' arising from gain variations is assumedto be identical for all channels of a
given radiometer (this will be tested on the EM and FM versions of the instrument), and
computed as an uncertainty vector for eat active radiometer. The elemerts of this vector
are single numbers for eadh MIF of the current MAF record, and the correlated noise for a
given limb radiance is determined by multiplying the sum of the system temperature and
calibrated limb radiance by the vector elemert corresponding the the MIF during which the
limb measuremeh was made.

The form of correlated and uncorrelated uncertainties during a MAF is similar, showvn
in Figure C.4. The uncertainties are smallestfor limb radiancesmeasuredcloseto reference
measuremets, and largestfor measuremeis madeapproximately mid-way betweenreference
measuremers. For analyseswhich rely upon the absolute values of obsened radiancesit is
necessaryto combine both sourcesof error (in quadrature) to obtain the total estimated
uncertainty. In order to determine thesenoise contributions separately we make someminor
approximations, discussedbelow.

Uncertainty

o

Time

Radiance

T S T S

u Limb Scan

Target and Space Reference Measurements

Figure C.4: Figure shawing the behavior of radiance uncertainties arising from both corre-
lated and uncorrelated sources. The uncertainties are seento be smaller for limb radiance
measuremets made closestto the referencemeasuremets, and largest for measuremelts
mid-way between referencemeasuremets. It is assumedfor this gure that Tsys is much
larger than any obsened radiance, resulting in an uncertainty plot symmetric about the
certer of the limb scan. This approximation is not madein Level 1 processing.



Calibration and Noise 75

C.2.1 Uncorrelated noise

The random noise, T, on an individual radiance measuremen is given by

7 (syg* Tsig) (C.9)
B

The interpolation scheme usedto calibrate ead limb radiance also includes the noise on
the referencemeasuremets, and additional uncertainty due to the interpolation process.
These additional noise cortributions are much smaller than the noise on an individual limb
obsenation, but are included in the nal estimate of the random (spectral) component of

uncertainty.

Including theseadditional sourcesof noise givesfor the estimate of uncertainty:

S

(Tsys + Tsig)2 G 2

T= 5 +( R)2+ Ty < (C.10)

This noiseestimateis calculatedfor all channelsead measuredimb radiance. R isthe noise
on the interpolated spacereference,derived from the error covariancesin the quadratic t
usedfor interpolation, and G is the noiseon the interpolated channel gain. It is important
not to confusethe right hand term inside the squareroot which cortains the noise-induced
uncertainty in channel gain with the similar looking gain variation term discussedearlier (see
Section4.5.1). It is similarly important to note that this expressionfor uncertainty scalesthe
signal radiance by the noiseon interpolated gain, not the sum of signal and systemgenerated
signals. The reason for this is that the interpolation of space referenceshas essehally
removed the gain variation e ects from the data processingto determine spectral contrast.
The gain variation componert of uncertainty is not ignored, but evaluated and included
as part of the determination of absolute radiance uncertainties, described later. The main
assumptionsmade in expressingrelative radiance uncertainty using Equation C.10 are

1. that the apodizing function applied to the measuremen variances during the
quadratic t usedfor referenceinterpolation seresas a low enough bandwidth
Iter to allow radiometer noiseto dominate any fl componerts, and

2. that gain variations over the timescale of a MAF intro duce scaling errors small
comparedto T on an individual data integration.

For EOS MLS to meet its sensitivity requiremerts both of the above conditions will also
have to be met. Testsperformedon brassboard radiometersand IF subsystemsindicate that
theserequiremerts will be satis ed.

Each individual calibrated limb radiance produced by Level 1 software and written to
the output radiance le includesan estimate of the random componert of uncertainty arising
from front end radiometer noise calculated using Equation C.10 above.

C.2.2 Correlated noise

The correlated noisedetermination dependsupon knowledge of the fl characteristics (break-
point frequencyand slope) of the post-detector outputs of the channelsof a given radiometer.
UARS experienceindicates that this can only be determined accurately in the nal orbital
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operating environment, and [11] describesa method for determining these parameterswhich
separatesthe e ects of orbital harmonics arising from periodic thermal variations from the
underlying random gain variations. The expressionsfor covariance derived in Appendix E
(Equations E.13 in particular) then allow the magnitude of this uncertainty sourceto be
computed.



App endix D

Quadratic Iinterp olation of reference
radiance signals

This appendix provides additional material to augmert that presened in Section4.4.1, and
in particular clari es the needfor a common weighting function and calibration window for
the quadratic referenceinterpolation usedwith all channelsof a radiometer.

A signi cant computational task of the Level 1 software is the interpolation of space
referencemeasuremets onto the times of the limb and target referencemeasuremets. We
ideally require that this interpolation be performed in a manner which minimizes the un-
certainty in the interpolated results for eady measuremen channel. In practice however we
must not allow the interpolation to introduce any biaseswhich may create spectral artifacts.
This prevents use of an Optimal Calibrator suc as the one deweloped for usewith UARS
MLS and described in Appendix E. An Optimal Calibrator is one which implemerts an
interpolation scheme which minimizes the variance on the referenceinterpolates when the
measuremets are contaminated by fl noise (typical for gain variations). The description of
the Optimal Calibrator is included in this documert sinceit provides a precisedescription of
how to determine the uncertainty (noise) on a calibrated measuremeh for data with noise
characteristics expected for this instrument

The total power measuremen stheme used by EOS MLS is described in Appendix C.
Key points of relevanceto the following discussionare (1) referencemeasuremets are taken
periodically in groups,and (2) the temporal separationof thesereferencemeasuremen groups
is of order half a minute.

In order to ensurethat the noiseon the interpolated referenceis substartially lower than
that on ead individual limb radiance measuremen we needto conmbine the information from
seweral referencemeasuremets during interpolation. The ideal situation is to have reference
measuremers disposedsymmetrically about the limb measuremen being calibrated, a sit-
uation not achievable in reality, but which is approximated closely enough by combining
data from se\eral groups of referencemeasuremets on either side of the limb radiance being
calibrated.
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78 Quadratic Interpolation of ReferenceRadiance Signals

Signal ‘

time

A

Calibration Window

Figure D.1: Figure illustrating a signal with drift and two possibleapodizing functions to
be applied prior to tting for interpolation. The vertical axis corresponds to either signal
“courts' or relative apodizing magnitude. Seetext for details.

D.1 Interp olation and spectral bias

Consider Figure D.1 in which the thick solid curve represens the “true' referencesignal as
a function of time, and two dierent apodizing functions are showvn. The two apodizing
functions shown dier in halfwidth, the di erence in magnitude represerning appropriate
normalization. The magnitudesof the apodizing functions signify the relative weights applied
to the referencemeasuremets during the tting of the interpolation function to the data.
The referencesare being interpolated onto the time at the certer of the plot (i.e., at the
location of the y axis), and we sizethe Calibration Window sothat it spansseweral groups
of referencemeasuremets®.

Assuming that the thick curve labeled “Signal' represens a cortiguous sequenceof ref-
erencemeasuremets, it can be seenthat the mean value of the apodized signal is di erent
for the two di erent apodizing functions. Both apodizing functions result in a mean signal
above the horizontal axis of the exampleplot, the narrower function giving in a meansignal
much closerto the horizontal axisthan the broad one. The noiseon eatc measuremen comes
predominantly from two sources,(1) a spectrally at random componert mainly from the
radiometer front-ends, and (2) a componert arising from gain variations in the signal chains.
The gain variations arise both from thermal changesin the signal paths during the period of
the Calibration Window, and from fl type gain variations in the HEMT ampli ers usedas
rst IF ampliers in all radiometers. We anticipate that the gain variations will be highly
correlated in all channelsof a given band, and well correlated even betweenbands of a given
radiometer. This hypothesisis felt to be well founded basedon discussionswith experts in
the eld, and will be veried using EM, FM and in- igh t data.

An optimal interpolator will selectbroad apodizing functions for the channelswith nar-
rowest predetection bandwidths and narrow onesfor the wide channels. For the example

1The Calibration Window is the maximum time interval over which reference measuremeris are included
when performing the t to these measuremerts for interpolation purp oses.
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illustrated in the gure above the optimal interpolator would bias the estimate of the signal
at the time represerted by the intersection of the two axesmore for narrow than for broad
channels. Sinceindividual limb measuremets are not interpolated, the limb/reference dif-
ferenceswould thus look like an inverted emissionspectrum for this exampleif both signals
were spectrally at (or ewven if they were both taken looking at a common referenceand
merely relabeled for analysis purposes). Since most MLS measuremets are derived from
the spectral contrast in the obsened spectrum, this is clearly unacceptable. Note that these
biasesonly arise if the order of the drift in the signal is higher than the order of the tting
polynomial (or constraint order in the caseof the Optimal Interpolator). Such drift charac-
teristics may arise for instance when the sunimpingeson a previously eclipsedportion of the
MLS containing sensitive signal chain electronics.

D.2 Ap odizing functions and the length of the Calibration
Windo w

The previous discussionmakesit clear that measuremets which are derived from spectral
contrast of the obsened radiancesrequire the use of a common apodizing function for all
measuremets which are to be usedasan ensenble in subsequeh data processing(i.e., bands
which are “stand-alone'require use of a single apodizing function for all channelswithin the
band, and bands whosespectral data are combined in somesenserequire use of a common
apodizing function for all channelsof those bands).

We strongly desire that the random componert of uncertainty on an individual limb
radiance be dominated by radiometric noise, and not signi cantly degradedduring radio-
metric calibration processingby noiseon the assaiated referencemeasuremets. Basedon
the discussionson noise and calibration in Appendix C, if gain variations do not cortribute
signi cantly to uncertainty, we have for the noiseon an individual calibrated measuremett

S
1 1 X
T =Tes —+ —  W2(t  kt) (D.1)
B B,

Spacereferencemeasuremets occur in cortiguous groups of twelve meaning that 24 space
referencemeasuremers are used to generatethe interpolated estimate of spacesignal at
the time of a limb measuremen in the simple casethat a linear t is usedwith data from
adjacert calibration measuremen groups. In the equation above this meansthat a common
weighting, w, of 2—14 is used, resulting in a signal to noise degradation due to noise on the
referencemeasuremets of only 2%.

Experiencewith UARS MLS indicates that we wish to use a larger calibration window
than this, and wishto t to the spacereferenceswith a quadratic, in order to capture second
order componerts in the signal drifts. The previous argumerts also indicate that a short
calibration window is appropriate sincethis minimizes any deleteriouse ects of fl noise,and
a longerwindow makesscarcelyany improvemert in the noiseof the calibrated limb radiance.
An apodizing function strongly favors calibration measuremets closestto the measuremen
being calibrated, and tapersto a low value for the most distant calibrations is appropriate.
The chosensthemeis showvn in Figure D.2 below. Further details of measuremen timing are
given in Appendix C.



80 Quadratic Interpolation of ReferenceRadiance Signals

Relative WeightS\‘ Limb measurement

0.125 0.5 1.0 /10 0.5 0.125
L

S|C S|C S|C S|C S|C S|C

\ Calibration Window
-— 1 MAF —

Figure D.2: Figure illustrating relative timings of calibrations usedwith a givenlimb radiance
measuremeh S, C and L represern Space,Calibration Target and Limb views respectively.
The Central MAF is the one cortaining the Limb view being processed. Relative weights
are the weightings applied to ead calibration measuremeh when tting to the calibration
sequencdor interpolation. Figure is not to scale. Seetext for additional details.

As shawn in Figure D.2, we choosea Calibration Window of 6 MAFs sincethis provides
3 referencemeasuremen groups in either side of the certral MAF of limb radiancesbeing
processed. The relative durations of all measuremets in the gure are exaggeratedfor
clarity. Relative weightings of 1 and 0.125 are applied to the calibration measuremeis
closestand furthest from the limb measuremeh being processedwith a weighting of 0.5 for
the intermediate calibrations. Theseweightings may changeslightly after data from the EM
and FM have beenanalyzed, but the algorithms given below are unlikely to change.

The short duration of the proposedCalibration Window relative to the oneusedfor UARS
MLS data processing( 1.5 minutesvs 12 minutes) justi es the assumptionabove that the
noiseon individual calibrated radianceswill be dominated by the spectrally at componen.

D.3 The quadratic interp olator form ulated as a sequence of
weights

In order to determine absolute radiance errors (Section 4.5.2) it is necessaryto expressthe

operation of generating the di erence betweenlimb and interpolated referencecouns as a

sequenceof weights applied to eadch measuremeh This calculation is performed o -line as

part of the determination of the absolute radiance error multipliers supplied to Level 1 as

userinputs, but described here sothat the processis documerted in a conveniert place.
The quadratic least squarest consistsof minimizing the function f given by:

X

f(a;bic) = (a+ by +cx? yj)? (D.2)
i

where a, b and ¢ are the quadratic coe cien ts, and x; are the “times' at which the mea-

suremerts y; were made. To use this equation as an interpolator at ‘time' zero we need

only determine the value of coe cien t a. Note that any measuremeh sequencecan be inter-

polated onto any time simply by o setting the time coordinates to de ne the interpolation
point to occur at time zero. The solution for a which minimizes the rms di erence between
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measuremeks and model is given in section 4.4.1, and reproduced here in slightly modi ed

form:

1 CHIW() iw@)  j2w()

= JCHWG)  jAw(G)  jRw() (D.3)
PPClWG)  itw(G)  jtw()

a=

where C(j) are the counts and W (j) are the relative weightings given to the measuremen
at time j, and is a constart for any given measuremen sequence.From this relationship
we may directly write:

c@)

a%j) = == w() PPWG) O itWGE)  RwG)  iRw()
JWGE)  JWGE)  JWG)  GPwWGE)  Rwg) +
JPWG)  TWG)  PPWGE) JAWGE) JPW() (D.4)
where
a= a%)= w()C() (D.5)

Note that we have now expresseda as a sequenceof weights w(j) which can be applied
directly to the measuremerts C(j) (as a dot product) to determine the interpolate of C at
time zero (i.e., j = 0). A further simplication arisesfrom the recognition that a simple
normalization appliesto the weights:

w(j)=1 (D.6)

sincewe require unit result when applying the weights to a uniform input. The removesthe
needto ewvaluate , a signi cant computational saving.

An important point to note in the expressionfor w is that the weights do not depend
upon the input data at all, only on their position with respect to the interpolation point,
and on the relative weighting given to ead measuremeh when performing the t. Sinceall
measuremets in amodule (GHz or THz) sharethe samereferencetiming, and the argumerts
given earlier shaw that a commonrelative weighting must be given to related measuremets,
once the vector of weights to be applied to the measuremets has been determined, the
samevector is then usedwith the data from all channelssharing the sameinput weighting to
determinethe interpolate at agiven MIF. This isin sharp cortrast with the more corventional
approad in which the data dependert coe cien ts a, band c are determined for ead channel
and then usedto generatethe desiredinterpolates at eacy MIF. The corvertional approac
requires a complex calculation initially , followed by a set of relatively trivial calculations to
determine the interpolates. The “vector of weights' approad described above substitutes
a simple calculation that must be repeated for eadh MIF onto which we are interpolating,
but has the additional saving that many channels can share vector w in determining the
interpolates.

D.3.1 Relativ e radiance uncertain ty estimate

The noisevariance on an individual limb integration, ( Tjimb)?, iS given by:

(Tsys + Tlimb )2

. 2 _
( Tllmb) - B

(D.7)
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The noisevariance on the interpolated referencemeasurementy, ( R)?, is given by:

(Tsys + Tr ef )2

2 —
((R)?= 2o

w2 (D.8)
In Chapter 4 it is shown that the variance contribution from noiseon the interpolated gains,
( Tg)?, is given by:

Tinb Tigt + Teys

B Ttgt Tr ef

wherewy are the normalized weights usedto quadratically interpolate the gain measuremets
onto the times of the limb measuremets.

We thus arrive at the following expressionfor the relative uncertainty on an individual
calibrated limb measuremei

( T)?= w5 (D.9)

<

1 Tt t + T
Tret =" —— (Tsys* Tiimb)? + (Tsys + Tref)? w2 + T|i2mb =+ ¥

w
B

2
Ttgt Tref g
(D.10)
Note that T, is very small comparedto the other temperatures in the above expression,
allowing it to be ignored without signi cant lossof accuracy As a nal re nement to this
expression, note that in Chapter 4, when determining the gain noise cortribution to the
radiance error, we omitted the e ect of noise on the Spacereferenceinterpolates onto the
times of the Target measuremets. We can readily add this cortribution by including the
noise on the interpolated Spacereferenceviews into the gain uncertainty term as follows:

Tai= (D.11)

2
1 Tigt+ T,
5= (Tos+ Timp)?+ (Teys)? W2+ T, == (1+ w2 wg

where we have omitted the small T,¢ contributions. We may write this expressionin terms
of Counts as follows:

1
Trel = apB: (Climb Czero)2+(cref Czero)2 W2+
2 '
C C 2
(Ciimb  Cref)? ~ —%72°1° 1+ w) W (D.12)
Ctgt Cref

where g is the estimate of channel gain in Counts per Kelvin at the time of the Limb mea-
suremen, and we have used C;¢s as a corveniert surrogate for the Counts to be expected
when viewing a hypothetical sceneof zero radiance. Note that C,imp is the actual channel
court at the time of the Limb measuremen, whereasall other counts (C,ero, Crer and Cigt)
are interpolates of these measuremeh types at the time of the Limb measuremeh The
expressionabove is the one usedin Level 1 software to estimate radiance uncertainty. Space
and Target measuremets are interpolated onto the times of ead Limb measuremet, and

w? and WS are the sum of the squaresof the Spaceand Target interpolation weights
respectively.
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D.4 Some examples

The operation of the weights-based interpolator is best claried by some examplesof the
weight sequencesrising for anticipated interpolation scenarios.Figure D.3 closely simulates
the nominal measuremen sequenceplanned for EOS MLS with consecutive groups of 12
MIFs dewoted to obsenation of cold space. These referencegroups repeat every 149 MIFs,
and, as can be seenfrom the gure, 6 groups of referencemeasuremets are included in the
t for the interpolation. The relative weighting givento the input data falls 0 exponertially
with temporal distance from the MIF onto which the referencesare being interpolated with
a % length of 150 MIFs, corresponding to the description in Section4.4.1.

The upper left panel shawvs the absolute weights applied to the referencemeasuremets
wheninterpolating onto the MIF in the precisecerter of the referencemeasuremen sequence.
The quartity w? in the panel is the sum of the squaresof the interpolation weights, and
indicates the square of the noise cortribution from the interpolated reference(where unity
would indicate that the referencenoise cortribution was of the samemagnitude asthe noise
on asinglelow radiancelimb measuremet). The upperright panelshowsthe weights applied
to the referencemeasuremets to generatethe interpolate for a MIF adjacent to onereference
measuremeh group. Note that the noiseon the interpolated referenceis slightly larger than
in the previous case.

The lower two panels give the weights for generating an interpolate just beyond and
well beyond the rightmost referencemeasuremen respectively. Note the huge increasein
the uncertainty on the interpolate asthe quadratic is usedas an extrapolator instead of an
interpolator.

D.5 Non-standard measurement sequences

It is necessaryfor Level 1 software to operate robustly even whenthe measuremeh sequence
departs radically from nominal. Non standard sequenceswill occur during pre-launch in-

strument testing and characterization, and will occurin igh t when scanprograms are being

updated or special test are being performed. Experiencewith UARS MLS indicates that the

primary conditions that must be accourted for are:

1. a continuous sequenceof measuremers of onetype (e.g., aswhen staring at the
Spaceor Calibration Target port for extended periods in order to derive stability
characteristics from o -line analyses,and

2. a Calibration Window cortaining insu cien t (or no) referencemeasuremets for
processingof Limb data in the Central MAF.

It is imperative that Level 1 software be robust under all instrument operating conditions,
i.e., that it cortinue to run even when the instrument is operating in a mode suc that
limb data cannot be calibrated (e.g., when staring at the internal calibration target for an
extended period such aswhen characterizing signal chain stabilities).

This is handled primarily by performing extensive sort and qualify operations on all data
within the calibration window prior to processingthe certral MAF. Once this has been
doneradiometric calibration is only performed if adequatecalibration data exists within the
calibration window. If insu cien t or no calibration data is presen, previous calibration data
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(if presen) are extrapolated and used. When the estimated uncertainty on the extrapolated
data exceedspresetthresholds (set by default data les), default data are usedinstead, and
the radiance data agged as ‘bad' by being tagged with a negative radiance error.

The instrument hasa range of operating conditions which represen a “standard operating
mode," and for which Level 1 processingwill operate seamlessly This range is set by the
allowable range of MIF and MAF durations, and by the presenceof a radiometric calibration
sequenceat least once per MAF. Non-standard measuremeh sequencesmay violate these
conditions, typically by the absenceof the full radiometric calibration sequencefor an ex-
tended period of time. These sequencesre intended to provide data which will be derived
directly from the Level O data les using analysistools developed expresslyfor that purpose.
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Figure D.3: These panels shav the weights applied to reference measuremets (as a dot
product) to determine interpolates at ‘times' 0, 68, 380 and 1000. Seetext for additional
details.



App endix E

Optimal interp olation of reference
radiance signals

The appendix describesthe Optimal Calibrator deweloped by Pedham, described in [6], and
adheresclosely to the content and terminology used therein. This work led to the dewel-
opmernt of algorithms, given below, which evaluate calibrated limb radianceswith minimum

variance. It was shown in the previous appendix that such algorithms can lead to spectral

bias, precluding their usewith EOS MLS data during routine Level 1 data processing.The

description below is included in this documernt becauseit providesthe key algorithms neces-
sary for determination of the coe cien ts to be usedin Level 1 processingto determine the
magnitude of the absolute radiance uncertainties. Thesecoe cien ts will be determined with

o -line (non-production) analysesof in-orbit data, and presenred to Level 1 software as user
inputs.

E.1 Filter weights and constrain ts

Combining Equations C.7 and C.8 gives
2 z 1
wW2(t  kte) + Sq(f)H () d (E.1)
‘ | }
{z }
2 3

T Sys - |g

1

T 2 1 1X
+_
B

For a given channel noisebandwidth and integration time, the noiseon a single uncalibrated
Limb integration (term 1) is set by the systemtemperature, T sys. The noiseon the interpo-
lated referenceviews due to systemtemperature (term 2) is dictated by the relative weights
(w) applied to eat referencemeasuremeh In the absenceof low frequency noise and gain
uctuations we would chooseto interpolate using a large number of referencemeasuremets,

allowing the noiseon the interpolated referenceto be very small comparedto the noiseon the
Limb integration. The power responseof the calibration lter in term 3, H(f), is of course
a function directly related to the weights. As the temporal span covered by the calibration

Iter increases,the lter acceptsmore of the noise which increasesin spectral density with

decreasingfrequency The goal is to determine the set of weights, w, which minimize the
right hand side of Equation E.1 while simultaneously providing the desired interpolates of
the referencesequence.

86
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E.2 Constrain ts

Before the set of weights which minimize the right hand side of Equation E.1 can be de-
termined, it is necessaryto determine the constraints to which they are subject. In the
general casein which we wish to determine the di erence, Dy, betweena set of M Limb
measuremets (Sy) and K referencemeasuremets (Ci), we de ne the following Iter

pd X
Dt = VmSm+T Wi Cies T (E.2)
m=1 k=1

where Dt represens the smoothed output sequencgat time T) with any zero level (o set)
removed. It should be noted that the referencesequencas typically chosento be longerthan
the scenemeasuremeh sequenceand disposedas symmetrically as possibleabout it. In the
casethat all signalsare time independent, and S, = Cy, the output of the lter should be
Zero, requiring
b X
Vm = Wy (E.3)
m=1 k=1
Since we require drifts and low frequency gain variations to causeonly slowv variations in
signal levels over timescalesof seweral MAFs, it is appropriate to approximate drifts by a low
order polynomial of order R in time, whereR = 2 or 3is likely to su ce. We may represen
the signal S (or C) hy
R .
S= at' (E.4)
i=0
(wheret is the time of the certer of the integration for measuremen i) which combines with

E.2 to give
X xR X xR

Vm aitim = Wy aitL: (E.5)
m=1 =0 k=1 =0
The summations may be rearrangedto give (my thanks to Dr. Nathaniel Liveseyfor this
suggestion):

xr oM X X .
a; Vm'[lm = a; WktI( (E.6)
i=0 m=1 i=0 k=1
which implies
pd X
Vmtl, = wit, for r=0:R (E.7)
m=1 k=1

This result is readily obtained for the caseR = 2 by subtracting Equation E.3 from the
appropriate expansion of Equation E.6. The proof for successiely higher orders of R is
obtained by incremertally increasingthe value of R in the expansionof Equation E.6 and
subtracting the constraints determined by the prior evaluations for lower orders.

For EOS MLS we have chosento calibrate eadh Limb radiance individually, with no
binning at Level 1. This leadsto the reducedrequiremert that

X
Wt = ty, for r = O:R: (E.8)
k=1



88 Optimal Interpolation of ReferenceRadiance Signals

In the derivations which follow we cortinue to derive the expressionsfor both the caseof
calibrating ead Limb radianceindividually (the baseline),and the caseof calibrating multiple
Limb radiancestogether, should the needfor this ever be required at a later time. Binned
radiancesare typically generatedduring non-production analyses(e.g., for zonal mean data
of specieswith small atmospheric signals), and it must be recognizedthat the noise levels
estimated for the binned products will be incorrect if the covariancesbetweenadjacert limb
measuremets are not taken into accourt.

E.3 Variance and the noise spectrum

From Equation E.2 we can expressthe variance of the Iter output, Ef D ?2g, whereE is the

expectation operator, as
X X

EfD?g=  VmVaEfSmSng+  WWEfCCilg 2  VmW(EfSnmCykg (E.9)
mn kl mk
wherem and n cover the rangefrom 1to M, and k and | cover the rangefrom 1to K. The
reduced expressionfor the caseof a single Limb measuremen with surrounding reference
measuremets is given by

X X
EfD?g= EfS?g+ wWEfCCg 2 wWEfSCya: (E.10)
Kl k
For a unit amplitude input signal at frequencyf the term S,,Cy may be written
1 fed o FTmey
SmCy = — e Tt e Tt (E.11)
cl A T ¢

2 2
whereT is the interval betweenthe certers of the two integrations (indexed by the subscripts
m and n), with similar expressionsfor the other covariances. For UARS MLS the low
frequency post-detector noisepower spectrum varied as fi with  rangingfrom 1to 2.5,

with breakpoint frequencies of 1% Hz and lower [11]. Similar characteristics are expected
for EOS MLS. For such noise characteristics the covariance Ef S;,, Cxg may thus be written
Z
1 71 f _ :
EfSnCkg= — 1+ f—c sinc( f |)sing( f ¢)coq2 fTmk)d (E.12)
lc o
wheref . is the breakpoint frequency of the fl noiseand T is the time betweenthe certers
of the two data integrations.
Following the work of Pedkham [6] we corvert the expressionsfor the covariancesinto

dimensionlessforms by meansof the substitutions f = ff—c 0=2"fc), 2=21fc. T0=

2 T2, etc. Full expressionsfor the covariancesthen become

f Zl fOO
EfSmSng = —5  (1+f° )sinc? Tl cogf °r0 yd©
| 0
f Zl fOO
EfCCig = —5  (1+f° )sinc? TC cogf °r9) o © (E.13)
; %1 fOO fOO
EfSmCkg = ——  (1+f% )sinc 7‘ sinc 20 cogf T2 ) d ©
Il c 0

1The breakpoint frequency, f¢, is the frequency at which the fl and spectrally at noise power spectral
densities are equal.
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where Ty, is the time di erence (in the appropriate units) betweenthe certers of integrations
a and b.

E.4 Minim um variance estimate

Equation E.9 may be rewritten

X X
EfD?g=c+ Agww, 2  bowg (E.14)
Kl k
where X
c= VmVhnEf SmShg; A = EfCCig
mn
and X
b = VmEf Sy Ckg

m

Intro ducing Lagrange multipliers, ., the minimum of Ef D 2g, subject to the constraints of
Equation E.7, occurs when wy satisfy

X 1
Agw + K" 1= I (E.15)
1=1 r=1

for Kk = 1to K. Note that the range of r has beenchangedfrom 0 to R (in Equation E.7)
to 1to R+ 1 to conform to the usual matrix notation. These equations, together with the
constraints themseles, may be summarizedin matrix form as

A P w b
PT O = q (E.16)
Here, A is asquarematrix of dimensionK , O is the null matrix of dimensionR+ 1, P,, = k" !
and

XA 1
0 = (m+ )
m=1

The minimum variance corresponding to thesevaluesis given by

EfD2g=c (b"q") W

(E.17)
E cien t ewvaluation of the integrals in Equations E.13 is described in [6]. Sincewe will only
evaluate theseexpressionsduring o -line processingto obtain the data neededfor determina-
tion of absolute radiance o sets for EOS MLS, e ciency is not paramount. As discussedin
Chapter 4, for determination of the absolute radiance uncertainties we only needto evaluate
the right hand term of Equation E.1. This is readily accomplishedusing Simpson'srule.
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E.5 Notation

The symbolsusedin this App endix occasionallyduplicate those usedwith di erent meanings
elsewherein this documert. The table below lists the rst occurrenceof ead symbol here,
together with a brief description.

Notation used in this chapter

Symbol units Equation description
f Hz E.12 post-detector signal frequency
fe Hz E.12 breakpoint frequency of post-detector fl
noise componert
[ E.4 “order' index
i E.11 the squareroot of minus one
k E.2 target measuremeh index
m E.2 referencemeasuremen index
q E.16 vector { seetext
t S E.12 time
t! S E.4 time raisedto the power i
Vim E.2 sampleweighting applied to Spacereference
measuremeh m
W E.2 sampleweighting applied to Target reference
measuremeh m
A E.16 covariance matrix
Ck Counts E.11 Target counts at time index k
Dt Counts E.2 Smoothed time sequenceof signal minus reference
couns
Counts®> E.9 variance of output interpolate
K E.2 total number of Target referencemeasuremets
usedin an interpolation
M E.2 total number of Spacereferencemeasuremets
usedin an interpolation
@] E.16 null matrix
P E.16 matrix { seetext
R E.4 order of interpolating polynomial
S Counts E.J4 a sequenceof referencemeasuremets
Sm Counts E.11 Spacecounts at time index m
T S E.2 the time onto which the interpolate is being
determined
E.12 slope of fl componert of noise power spectrum
r E.15 vector of Lagrange multipliers
c s E.11 integration time of ead target reference
measuremen
| s E.11 integration time of ead limb measuremen

070 E.13 time multiplied by 2 f.



App endix F

Integrator and detector noise
relationships

In this appendix we discussthe noisebandwidth of an integrator and the noisecharacteristics
at the output of a squarelaw detector. The assumptionsthat are corvertionally madein the
derivation of the standard results are also elaborated.

F.1 Noise bandwidth of an integrator

The noisebandwidth, f,, of an electronic Iter with frequencyresponsein the voltage domain
of Ay (f) is given by . Z,
fo=z —

" Av(f O)Av(f O) 0
where A, (f o) is the maximum gain of the lter (at frequencyfg). This noise bandwidth is
the equivalent bandwidth of a hypothetical Iter (i.e., a rectangular onewith in nitely sharp
cuto s) which passeghe samenoisepower asthe ‘real' Iter represeried by A,. For integra-
tors sud asthoseusedin MLS asthe post-detector lter-digitizers we have the situation that
the voltage gain of the Iter is a maximum at zero frequency and is directly proportional
to the integration time. Considerthe basic integrator circuit shavn in Figure F.1. For an

Av(H)AL(F) d (F.1)

Vin |

@ —O
) i

Figure F.1: Schematic of an electronic integrator.

V out

7
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integrator in which RC = 1 we may de ne the voltage gain (which is obtained with a DC
input signal) asunity per unit integration time. Using the expressionfor integrator response
derived in Appendix C, the noisebandwidth is then given by

Z, .5
_ sinf( f ), 1
fn= . (T E d = > (F.2)

where integral is evaluated directly using the relationship

Z1 sin?(px)

X2

_p
dx= (F.3)

0

which may be obtained from any reasonablemathematical handbook with tabulations of
integrals.
An alternative method of deriving this result is by use of Parsewal's theorem which for-
malizesthe equivalenceof power expressedn the frequencyand time domains:
Z 1 Z 1
Wo = JH(Gw)j?dw= h’(t)dt= E (F.4)
0 0

An input signal consisting of a unit impulse (1V for 1s) compressedto an in nitesimally
small time leadsto an output voltage R—é for the integrator shovn in Figure F.1. If a 1
resistor is preseried as a load at the output of the integrator, the energy dissipated in this

load is ﬁw. Normalizing by the power gain of the integrator, ®O?Z gives
2
g= RC -1
(RC)?
Thus
Wh=2 fh= —
or 1
fn= —
"2
as before.

F.2 The detection process

The following sectionsare basedon prior work by Robinson [8]. Most practical detectorsfall
into one of two categories: squarelaw or linear detectors, characterized by the law relating
their output current to their input voltage. For a squarelaw detector we have:

=V 2 (F.5)
and for a linear detector:

I = V; V 0 (F.6)
I = 0 V<O
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At sucien tly low input levels, all detectors exhibit squarelaw characteristics, and at high
enoughinput levels, all behave approximately like linear detectors. The tunnel diode de-
tectors used in EOS MLS lter channels are chosento exhibit closeto ideal square law
behavior over the full range of input signals, and we shall concertrate on detectorswith this
characteristic below.

A typical systeminvolving a detector is showvn in Figure F.2. The input signal consists
of V(t) containing both noise and signals' in a band of width B certered at By, and the
output of interest is at low frequenciesfrom DC to B. The bandwidth B neednot be well
de ned, but we require that the signal power be negligible at frequenciesoutside the limits,
s&y By 2B, andthat B is lessthan approximately By=4 (which is true for all MLS Iter
channels). The low frequency output from the detector contains componerts from DC to
B arising from di erence beatsbetweeninput componerts. There are also sum componerts
near 2B which are rejected by MLS post detector electronics, which we shall neglect.

The properties of the low frequency output are discussedmost conveniertly in terms of
the envelope of the input. Let the input be expandedas a Fourier seriesin an interval T so
that, adopting units of time t = T=2 , we have

R
V(t) = apcognt + p); (F.7)
n=0

for which only those coe cien ts a, for which

B n B
B — < —< Bpg+ — F.8
0 5 <T<Bots (F-8)
have valuesappreciably di erent from zero. We may manipulate the previous expressionso

obtain

V(t) = Acoqngt) B sin(ngt) (F.9)
where
A = apcoq(n ngt+ p); (F.10)
B = ansin((n not+ 4);
and

No= BoT (F.11)

1For systems such as MLS measuring thermal emission, the input signal ideally comprises just thermal
noise.

f:BOi B/2 FKB
- Detector -
RF input Low Etrsftuencv

Figure F.2: Basic detector con guration. F is usedto denote post detector frequencies,and
f RF input signal frequencies.
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correspondsto the certer frequency of the RF input signal band.
We can then write V(t) as

V(t) = R(t) cognot + ); (F.12)
where D
R(t)= (A2+ B?) (F.13)
and
tan( ) = A=B: (F.14)

Sincen rangesonly over the limited interval (Bg B=2)T, no componert of A or B varies
more rapidly with t than B=2, and no componert of R(t) more rapidly than B. Thus R(t)
is a slowly varying function of t comparedwith cogngt), and is the envelope of V (t) shavn
in Figure F.3.

v R(t)

V(t)

VYV VYV

Figure F.3: The envelope R(t) of an amplitude modulated signal V (t).

F.3 Noise characteristics of a square law detector

A signal Vp coqngt) applied to a squarelaw detector results in an output current | where
1
| = V &cog(not) = Ev02(1 cog2ngt)) (F.15)

and is a constart represeriing the “e ciency' of the detector. We are normally just con-
cernedwith the DC term in this expression:

lgc = Ev02: (F.16)

If we apply an input signal R(t) cognot + ), the low frequency output of the square law
detector is clearly given by

Iy = ERz(t) (F.17)



Integrator and Detector Noise Relationships 95

We may rewrite this equation as

X X
i = 5(A*+B%) = anancof(n Mit+ o m); (F.18)
n m
or in the form of a Fourier series
X
Iy = Ckcogkt + ): (F.19)

k

recognizingthat terms of frequencyk ariseonly whenm = n k. In particular, the DC term

IS X
lge= Co = 5 az: (F.20)

n

If the input is a noise processwith a power spectrum w(f ) over a predetection bandwidth B
certered at F = 0 we have

z fo+B=2
ha2i = w(f) d; (F.21)
fo B=2
and so Z yep2
lgc = Co = w(f)d: (F.22)
fo B=2
The term of frequencyKk is given by
|
X X '
Creoskt+ ) = 5 anan kcogkt+ o n )+ apanskcogkt+ ik n)
n n

(F.23)
The two terms in this expressionyield identical results, for they dier only for terms with
n<k,ie.,f < B, wherethe input is in any casezero. We therefore have
X
Ckcogdkt+ )= anan+ kK COSKt + ik n): (F.24)
n
The phases +x and , are independertly and randomly distributed, and sothe ensenble
averageof this expressionis zero. Thus

hCki=0;, k6 O: (F.25)
If we square Equation F.24 we have
X X
Cécog(kt+ )= 2 anamans kams+k COIKt+ nik  n)cogkt+ mik  m): (F.26)
n m

In an ensenble averagethe cross-termswith m 6 n drop out, again becauseof the indepen-
denceof the phases,and we are left with

X
hcZi= 2 ma2a,,i: (F.27)
n
Sincethe a, and a,+x (k 6 0) are independen, this is equivalert to
X
hCZi= 2 ha2ihaZ, i: (F.28)

n
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We now expresshclfi in terms of a power spectrum W (F), whereF = k=T, giving

hCgi = (limit T! 1) 2W(F)=T; (F.29)
he2i = (limit T! 1) 2w(f)=T:
Sumsover n then becomeT times integrals over f | i.e.,
X z
I T d; (F.30)
n
sothat Z ot tom
W(F)=2 ? w()w( + F)d: (F.31)

fo fo=2

We thus have now expressedhe output spectrum in terms of input spectrum.

F.3.1 White noise input to a square law detector

It is normally an implicit assumptionthe that RF signal into a spectrometer power detector
consistsof white noisewith constart power spectral density w within a well de ned bandpass
B, giving

lgc= WB (F.32)
and the power spectrum
F
B
The noise spectrum is thus seento have its maximum intensity near DC, falling to zero at
B.

The total low-frequencyoutput noiseis obtained from Equation F.33 by integrating from
DCto F B, andis given by

W(F)=2 ?w’B 1 (F.33)

12= 2w’B: (F.34)
If the bandwidth f of the measuremeh systemis very much lessthan B, a measuremen
. 1 . .
of the DC current can be madeto a resolution of | c (w F)2. The signalto noiseof the
measuremeh is therefore (2 F:B)%. In terms of systemtemperature and T we have:
1
T F 2

= — F.35
Tsys B ( )

We showed earlier in this appendix that the noisebandwidth of an integrator is given by the
reciprocal of twice the integration time , i.e.,

1
2 ( )

1,
e (F.37)
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F.3.2 White noise with a contin uous wave (CW) signal

A situation likely to arise in sewral lter spectrometer channelson EOS MLS is that the
atmospheric and electronic noise signal input to the power detector will be contaminated by
an unmodulated corntin uous wave signal S via leakagefrom local oscillators usedfor 2nd and
3rd IF downcorversion. These corntaminating signalswill be very stable in both frequency
and amplitude. Proceedingas before,the resulting expressionfor the DC term at the output
of the detector for a contaminating signal Scog2 ftg) at the certer of the predetection
passbandmay be shaowvn to be

lge = E(52 + 2wB); (F.38)

meaning that the signal and noise are detected independertly.

The power spectrum is rather lesssimple than beforesincenoisebetweenDC andF = B
can arise either from beats between noise componerts or betweennoise and the CW signal,
whereasnoise betweenB =2 and B arisessolely from noise beats alone. This results in

= B
W(F) = 22w S2+wB 1 5 where0 < F < = (F.39)
_ 2,2 F B
W(F) = 2 “wB 1 B Where§<F<B

This spectrum is illustrated in Figure F.4. The total low frequency noise obtained by inte-
grating Equations F.39 from DCto F B is

12= 2wB(S?+ wB): (F.40)

The presenceof a steady signal within the predetection passbandwhich signi cantly con-
tributes to the detector DC output is thus seento also increasethe noise output power.
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A
W(F)
2aws
O \ _
0 B/2 B F

Figure F.4: Power spectrum, W (F), of the low frequency output of a square law detector
with white noiseinput in bandwidth B and a signal S at the certer of the passband.



App endix G

Digital Auto correlator
Spectrometers

Digital autocorrelators (DACS) similar to the onesimplemented in EOS MLS have beenused
elsewhere,and their implementation and theory of operation is described in the literature
(e.g.,[9] and [1Q]). For EOS MLS they provide relatively narrow bandwidth ( 10MHz) and
high resolution (120kHz FWHM with no apodization) spectrometers with uniform 98kHz
channel spacing. Due to their largely digital implemenrtation, DACS tend to be compact,
easyto fabricate, and have uniform channel-to-channel characteristics, when compared to
analog lterbank spectrometers.

The signal ow through an EOS MLS DACS s illustrated in Figure G.1. The signal band
of interest is down-corverted from 905 892.5MHz in the certer of a 25-ChannelFilterbank to
baseband,0 12.5MHz, and then bandpass ltered to 0.1 10MHz. This signalis coarsely
digitized to 2 bits on ead cycle of a 25MHz clock and fed into a CMOS autocorrelator
ASIC (application specic integrated circuit.) The ASIC has a pair of 129-elemeh shift
registers, one with a single-clak-cycle delay betweenlags and the other with a two-clock-
cycle delay betweenlags. Each clock cycle, corresponding elemerts in the two shift registers
are multiplied and accurrulated so that the rst counter sums products of two undelayed
inputs and the last counter sumsproducts in which the elemer in the doubly-delayed shift
register is 128 clock cyclesolder than the elemern in the singly-delayed shift register. Apart
from start-up transients, this is equivalert to multiplying an undelayed input with all of the
elemerts of a singly-delayed shift register, but is easierto implemert.

The output of eac multiplier is addedto a 4-bit, fast accurrulator, with the carry being
fed to a slower, 24-bit counter. The accunulator e ectively performs as a divide by 16
(i.e., 4 bits of equivalent prescale). The digitizer, shift registers, multipliers and prescalar
are syndhronous with an extermal, 25-MHz clock while the 24-bit counters are implemented
as ripple courters to minimize logic area and power consumption. Additional data bu ers
(not shown in the gure) are implemented to allow the 24-bit cournter array contents to be
saved, and the counters themsehescleared,to start the next data integration beforethe data
readout is complete. A cortrol input allows the data accurnrulation to be suspendedso that
the asyndronous courters can settle prior to being loaded into the readout registers and
cleared. The data path out of the DACS ASIC is one byte wide, and the output register
auto-incremerts ead time it is read.

The DACS restart their integrations very early in the 5ms blanking pulse betweenMIFs

99
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,,,,,,,,,,,,

1 State
| Counters
. . 25 MHz clock !
Bandpass Filter 1 |
=-------l-----"--- - |
| 2 bit shift register chain
— digitizer ——+— D, D, D, D, —---—D
signal ~0.1to 10 MHz 2 2 2 2 2

[s] [s] [s] [s] Gu9S [s]

1 1

Accumulator/prescaler array—

+ n signifies n wire interconnect

24 bit counter array —

Figure G.1: Simplied sdematic of the 2-bit DACS used on EOS MLS. The portion en-
closedin the dashedbox is fabricated on a single CMOS chip, and includes cortrol logic
for enabling/disabling and clearing the courter array, and a byte serial readout interface to
read the 24-bit counter array into an accomparying RIU. The state counters record the total
number of occurrencesof eat of the four possibledigitizer output states during ead data
integration, and are usedto determine total input RF signal power.

(also called the real-time interrupt or RTI) sothere is a small di erence betweenthe DACS
integration window and that of the lterbank channels. The extra 5 ms at the beginning of
ead 1/6-secondintegration causesthe MIF-averaged DACS integration time to be shifted
forward by 1.5% of the MIF spacing. This results in a pointing bias aslarge as 30 m in the
mesospherewhere the nominal scanis fastest. If sud a bias is found to have a signi cant
impact onretrievals, a rst-order correction may be easilyimplemented in the forward model.
Calculated radiancescan be replaced by 1.5% of the radiance from the previous MIF and
98.5% of the current MIF for all limb-viewing MIFs except the rst (where the previous
MIF's averagemay not be appropriate, but the scanis slowest.)

G.1 Digitizer and multiplier operation

We start the description of the 2-bit autocorrelator by discussinga “corvertional' imple-
merntation, followed by minor modi cations usedin the EOS MLS DACS which result in
a simplied unit with similar performance characteristics. The 2-bit digitizer has 4 output
states (2, 1, 1, 2) which are assignedvaluesof n, 1, +1 and +n respectively. When two
voltagesdigitized asshown in Table G.1 are multiplied, the products shown in Table G.2 are
generated.

Consider a particular \lag" in the autocorellator which has, asinput, a seriesof voltage
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Table G.1: The 2-bit quantization schemeimplemented in an “ideal' 2-bit digital autocorre-
lator. The digitizer thresholds are set at voltagesof Vg, 0 and + V.

Input Voltage Range:| 1 <v Vo Vo<v 0|0<v Vy|VW<vVv 1
Sign bit 1 1 0 0
Magnitude bit 1 0 0 1
State designation 2 1 1 2
Weighting factor n 1 +1 +n

pairs sampledwith the same xed time o set relative to one another. Let P11, Py7, ..., P

be the probabilities of nding the two noise voltagesjointly in the states designatedby the
assaiated P subscripts,and T be the number of samplessummedin the accurrulators during
an integration. The expected value of cournts in an add-subtract courter at the multiplier
output is the weighted sum over Table G.2.

N it = nz(l'szi MNo5i) + n(N2i  PNy5i) + N N7l (G.1)
where
f'N]_]_i = 2P11T, rN]_Ii = 2P11T1 erZi = 4P12T’
N 5i = 4P5T, hN22i = 2P2,T, PNl = 2Py T.

Here we have assumedthat the two samplesbeing multiplied (the two subscripts of Pj; )
are of a zero-mean, symmetric, stationary process,and that the digitizer thresholds are
symmetrically placeat Vo and zero, permitting us to equate probabilities Pap = P, P =
Pz, and Pgp = Ppa.
Maximum court rate occurswith two fully correlated voltages( = 1), under which con-
dition the only nonzeroprobabilities are P1; and P»,. Hencea two-bit correlation coe cien t,
xit , Can be de ned

PN it |

Nmax

(P22 PN+ 2P, Pyp)n+ (Pn Pig)
(P22n? + P11) =1 '

bt —

(G.2)

Table G.2: Two bit multiplication table for the quartization scheme of Table G.1. Table
ertries are the outputs of eadh DACS multiplier for all possibleconbinations of delayed (v1)
and undelayed (v;) digitized signals.

v state
Vo State | 2 1 1 2
2 n2| n|+n| +n?
1 n 1| +1 +n
1 +n | +1 1 n
2 +n2|+n| n n?
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Now, assumethat the two input voltagesare a pair of unit variance, jointly Gaussianrandom
variables with probability ditribution parameterizedby

VZ+ 2ViVe V3
20 ?)

(G.3)

F(; vivo)= —pliexp
) 1’2 2 1 2

Integrals of probabilities appearing in Equation G.2 are
Z VO Z VO
P11 = F dvq dvy
0 0
Z VO Z 0
Pli = F dV]_ dV2

P = F dvq dv,

Vo

Py = F dv; dv, (G.4)
Vo 1

For 1, we can expand the exponertial in F to rst orderin

Piu= > 2+ —(1 E)?;
11 51 E)

Py= ;2 5 ( E)?;

P=3 (1 )+ 5EQ E);

@ ) zE@ E);

1 2, __Eg2.
( ) 2 1

Pz =

P2 =

MR PP PEPRAEPRPMPE

P ) —E?: (G.5)

P2§ = 2

where
1
E = exp( 5V0);

and
Z

Vo) =(2) 3% exp( %VZ)dV: (G.6)

Vo

Probabilities appearing in the denominator of Equation G.2 are the probabilities of nding,
for perfectly correlated v, or v, either vy (and v») in the range0to vg or vg to 1 , that is,
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P = 3 (Vo), P2 = 31 (vo)), for =1.
Substituting theseresults in Equation G.2 leadsto

aw _ 2 (1 2nt+n ?E?+2(n ' n A)E+n ?

= — 1 — for 1 (G.7)
The signal to noise of the two-bit correlator, R», is given by
Rz = MNopii (N MNayii?)
1
= (Nopit “Nmax )N 2
= a6t N %; 2bit 1 (G.8)

If the samenumber of sampleswere multiplied in a cortinuous correlator and averaged,the
signal to noiseratio R, would be given by

Nl

Re= N (G.9)

and hence
Ro=R¢ = i =; 1 (G.10)

Thus the sensitivity of the two-bit correlator relative to a cortinuous correlator is also given
by the right hand side of Equation G.7. The maximum value of R,=R; is 0.88for n = 3 and
vo = 1.0.

G.2 The modied two-bit auto correlator

If the products in Table G.2 which have values 1 are setto zero, a signi cant simpli cation
in implementation may be realizedfor a small costin noise performance. The signal-to-noise
ratio of such a modi ed correlator, Ro,, may be expressed

Ry 2 E2+2E(1 E)n !l _
BETE ead n D 1: (G.11)

The ratio Ry3=R. has a maximum of 0.87 for n = 3 and Vp = 0:9 for a band-limited,
Nyquist-sampled input signal. The 2-bit digitization of the input signal may be regarded
as the addition of a noise signal which is the di erence between the digitized and analog
versionsof the input. Although the analoginput may be band-limited, the noiseintroduced
by digitization will not be, so oversampling of the input can provide additional information.
Oversamplingof the input by a factor of two increaseghe signal-to-noiseof the modi ed 2-bit
autocorrelator to 0.9330f the continuous autocorrelator. [10] The MLS DACS have an input
bandwidth of approximately 10 MHz and are sampledat 25 MHz (12.5 MHz Nyquist rate)
so they are oversampledby a factor of 25 percert. Their signal to noisewill be something
betweenthesetwo values.
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G.3 The EOS MLS implemen tation

The multiplication table for the modi ed 2-bit correlator is shavn on the left-hand side of
Table G.3. The multiplication table implemented in the DACS hardware, shavn on the right-
hand side of Table G.3. It hasn = 3 and is divided by 3 and shifted by three sothat counter
bits are minimized and up-down counters are not needed. The divide-by-3 has no impact
on the information content and 3T can be subtracted before post-processingto remove the
e ect of the shift-by-3.

G.4 Estimate of true auto correlation

Beforethe measuredautocorrelation can be Fourier transformed into the frequencydomain it
is necessanyto corverted the measuremets into an estimate of the contin uousautocorrelation
of the input signal. For the system described, the corntinuous autocorrelation, R, may be
approximated from the the measuredtwo-bit one, R,5, using

Re

1:146R 5, 0:049?%a for 0:0 Rz < 0:9
1:340R,4 0:34(]?%a for 09 Ryy 1.0: (G.12)

These expressionshave beenderived from ts to Equation G.11. These equations assume
that the signal is small comparedthe system temperature cortribution to the signal input
power to the digitizers. They apply to an ideal digitizer with thresholdsat 0:9 , 0 ,and
0:9 .

In practice, thresholdswill not be perfectly set with the positive and negative thresholds
at 0:9 , andthe zero-crossinghreshold at the exactcerter of the distribution. Furthermore,
they may not be perfectly stable with input level, dueto digitizer imperfections. A set of four
\state counters” isincluded in the DACSto record the number of instancesof ead of the four
digitizer statesin an integration. Thesecourters can be usedto estimate the position of the
three digitizer thresholds in units of input sigma(ty, tz, tp), asdiscussedin SectionH.3.2,
and thesevaluescan be usedto correct the estimate of the cortin uous autocorrelation.

A bivariate-Gaussianprobability distribution may be integrated over the correlator mul-
tiplication table, asis shavn in Figure G.4. For a range of thresholds (ty ! N, tp ! P,
tz ! Z in the gure), and for a range of correlations , the modi ed 2-bit autocorrelation

\%1 Vi
2 [1]1] 2 2[1]1]2
2 n2| n|+n| +n? 5 21lo(2|4]|6
w1l nlolo|+n ]| 7 |w|1]2]3]3]4
1 +n 0 0 n 1{4[3[3]|2
21 +n?|+n| n n2 216420

Table G.3: Modied two-bit multiplication table. On the left, low-magnitude ertries to
Table G.2 have beenset to zero. On the right is the MLS multiplication table for n = 3,
with outputs divided by 3 and zero shifted.
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Figure G.2: The modi ed-t wo-bit autocorrelator. The contours which are shavn are an

example of a jointly-Gaussian distribution with positive correlation.

2a May be evaluated:

Z, 72, Zy, Ly,
sa(tn;tz;tp; )=+ 3 F(;x;y)dxdy+ 3 F( ;x;y)dxdy
z% 7%, z' 7
3 . F(;x;y)dxdy 3 F(;x;y)dxdy
t t
thP21 Z, itp i
+ F(;xy)dxdy+ F( ;xy)dxdy
thtz ZtF’1 ZtF’1 ZtZtz
F( ;x;y)dxdy F( ;x;y)dxdy
t t
Z'\:ZPZF;N 2PtN tp
t . F( ;xy)dxdy L F(;xy)dxdy
zztzth thzZtZ
+ F(;xy)dxdy+ F( ;xy)dxdy

tn 1 1ty

(G.13)
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where:

(x? 2xy +vy?
221 ?)

FOXy) =2 2.'311 = exp

This expressionmay be simplied by exploiting the symmetries of the bi-variate gaussian

distribution and those of the multiplication table. It is the inverseof the above function,

(tp;tn;tz; 2a), which will provide the estimate of the true autocorrelation given the DACS
measuremers.

The function o5(tp;tn;tz; ) wasevaluated on agrid of valuesoftz, tp+tn)=2 09
and tp t,fromO to5 with spacingof0:1 and stepsof0.01in . This function was
inverted by spline interpolating to an evenly spacedgrid of ,5. A single function was found
which adequately covers the rangesof ty, tp, tz and »; which we expect to encourter in
the MLS DACS data (excluding the zerolag.) Valuesof this t are givenin SectionH.4.

G.5 Gain calibration

An analog power measuremeh channel (with data integrations syndironous with all other
Iter channel and DACS measuremets) is implemented to provide a measureof the total
average RF signal power being analyzed during eadh MIF as described in Chapter 4. In
Appendix H we describe the use of the counters implemerted in the DACS to monitor the
2-bit A/D converter thresholds and measureinput signal power.

G.6 Transformation to the frequency domain

The power spectrum, P(f ), of the DACS input signal is calculated by performing a discrete
Fourier transform on the estimate of the cortinuous autocorrelation function, obtained from
the measured2-bit measuremen of the autocorrelation function as discussedabove. The M
channels (corresponding the M = 128delay valuesin the shift register) are transformed into
M points in the frequency domain via the relationship:
" #

j 1 X .

)= — R@Q)+ 2 R(m t) coq mj=M) (G.149)

P(ZM t M

m=0

where _
P (51—) is the signal power at DACS input frequency »i—
R(0) is the correlation coe cien t of the zerodelay channel (after normalization), and
R(m t) is the normalized autocorrelation for delay m t.

G.7 Notation

In this Appendix, symbols which are cornvertional in the literature of autocorrelation spec-
trometers have beenusedfor most quartities. In somecases,the same symbols have been
usedto signify di erent quartities elsewherein this documert (e.g., is usedhereto signify
correlation coe cien t, and in Chapter 4 to signify re ector re ectivit y). Table G.4 belov
lists the symbols usedin this Appendix and givestheir meanings.
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Table G.4: Notation usedin this chapter

Symbol units 1st. occurrence description

t { G.14 time betweenDACS data samples(40ns)
(vo) { G.6 probability integral of vg
{ G.2 correlation coe cien t

obit { G.2 2-bit correlation coe cien t
E { G.5 exp( 3V3)
i { G.14 frequencyindex (1..128)
m { G.14 delay channel index (1..128)
M { G.14 number of delay channels(128)
n { Table G.2 weighting given to highest order multiplier products
N Hz G.1 Sampling rate (25MHZz)
N opit Hz G.1 Rate of counts accunulation for 2-bit DACS
Nim Hz G.1 Rate of counts accurnulation for state Im
Pim { G.1 Probability of undelayed and delayed signalsbeing in

states| and m respectively

Rc { G.9 Signal to noise of a cortin uous correlator
R» { G.8 Signal to noise of the 2-bit correlator
R2a { G.11 Signal to noise of the modi ed 2-bit correlator
Vo { G.6 Normalized (wrt rms) non-zerodigitizer thresholds
V1, V2 { G.6 Normalized (wrt rms) signal voltages
\% \% Table G.1 Signal voltage or digitizer threshold
Vo \ Table G.1 Modulus of non-zerodigitizer thresholds
V1; Vo \% Table G.2 Digitized undelayed and delayed signals
2,112 { Table G.1 The four possibledigitized signal states



App endix H

DACS-Specic Level 1 Pro cessing

This appendix preseris the DACS-speci ¢ Level 1 algorithms asthey will be usedto process
EOS MLS data. It begins with a brief outline which seresto set its the notation and
structure. For each DACS band, the Level 1 processingconsistsof the following steps:

1. Unpack sciencedata padkets (uncompressedsciencelypel or normalized Sciencel ypes
[1, I11) and construct normalized, raw lag data:

2a( ) =0:::128 Measured 2-bit autocorrelation
No;Nq;N1;No; (called D in CTH [13)) 2-bit state courters
p (called T in CTH) Total power channel

2. Fix lost carry bits in state counters.

3. Calculate state counter statistics, tp, ty and tz, which are estimates of a digitizer's
positive, negative and zero-crossingthresholds in units of the input gaussiannoise
signal's standard deviation for a given MIF.

4. Derive estimate of cortinuous autocorrelation from 2-bit autocorrelation and state
courter statistics:

()= (tpitnstz: 2a( )
5. Scale by zero-o set-correctedtotal power,p p;:

G=(p p)

6. Perform cosinetransform:
A(j) = dct (G(i))

7. Calibrate similarly to lterbank channels:

Interpolate/ lter total power measuremets of Spaceand Target to obsenation
times.

Obtain averaged,normalized, blackbody spectra of Spaceand Target. Thesespec-
tral shapeshave small, systematic di erences but are, individually , very stable.
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Table H.1: DACS band designations.

109

Assenbly Hardware Band | DACS band Filterbank Band | Receiwer
2026DACS1 | dacs-1(SW1:1) | Band 25(CO) | Band 9 R3
2026DACS1 | dacs-1(SW1:2) | Band 26 (PT) Band 21 R1B
2026DACS1 | dacs-2 Band 23 (H,0) | Band 2 R2
2026DACS2 | dacs-3 Band 24 (O3) Band 7 R3
2026DACS2 | dacs-4 Band 22 (PT) Band 1 R1A

Calibrate limb radiancesincluding rst-order e ect of Space/Target shape di er-
ences.

Estimate uncertainties, as for Iterbank channels.

H.1

De nition of Science Packets

This section pulls together, for convenience, DACS-related de nitions from the EOS MLS
Instrument Flight Software Command and Telemetry Handbook [13] and the EOS MLS PFM
Block Diagram (EOS MLS drawing number 10190369).

There are v e DACS bandsat the certers of v e of the 25-channel lterbank bands. They
are processedin four hardware bands (one with a switchable input) on two assenblies, as
shown in Table H.1.

The CTH de nes six sciencedata padckets which have elds containing DACSdata. Typel
padkets contain compresseddata. Type |l padkets contain data only from bands dacs-1
(Padket 1) and dacs-2(Padket 2, truncated). Typelll padkets cortain data only from bands
dacs-3(Padket 1) and dacs-4(Padket 2, truncated).

1. Field 'SM11DACS 1'in ScienceTypel Padet 1 (Byte o set 654) corntains compressed
data from bands dacs-1and dacs-2, which are on assenbly 2026 DACS1 (Assemnbly
2026 DACS1 was formerly called SM11 DACS1).

C1(2):::C1(32) | 32x 12 bits | unpadk to signedintl6
C1(33):::C1(128) | 96 x 8 bits | unpadk to signedintl6
D1(0):::D1(3) | 4 x 24 bits | unpad to unsignedint32
T1 16 bits | unpack to unsignedint16
Co(1):::C2(32) | 32x 12 bits | unpadk to signedintl6
C2(33):::C2(128) | 96 x 8 bits | unpadk to signedintl6
D2(0):::D2(3) | 4 x 24 bits | unpad to unsignedint32
To 16 bits | unpack to unsignedint16
DIO Counter Status 8 bits | unpadk to byte
Zero Lag Status 8 bits | unpadk to byte
LO lock status 8 bits | unpadk to byte
Spare 8 bits

2. Field 'SM12DACS 2' in ScienceTypel Padet 2 (Byte o set 654) cortains compressed

data from bands dacs-3 and dacs-4, which are on assenbly 2026 DACS2 (Assenbly
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2026 DACS2 was formerly called SM11 DACS 2).

C3(1):::C3(32)

32 x 12 bits

unpadk to signedintl6

C3(33):::C3(128)

96 x 8 hits

unpadk to signedintl6

D3(0):::D3(3)

4 X 24 bits

unpadck to unsignedint32

T3

16 bits

unpadk to unsignedintl6

C4(1):::C4(32)

32 x 12 bits

unpack to signedintl6

C4(33):::C4(128)

96 x 8 bits

unpack to signedintl6

4 x 24 bits
16 bits

8 bits
8 bits
8 bits
8 bits

D4(0):::D4(3)

Ty

DIO Counter Status
Zero Lag Status

LO lock status
Spare

unpadck to unsignedint32
unpadk to unsignedintl6
unpadk to byte
unpadk to byte
unpadk to byte

3. Field 'SM11DACS 1 band dacs-1'in ScienceType |l Padket 1 (o set 580B)

or

Field "'SM12DACS 2 band dacs-3'in ScienceType |l Padket 1 (o set 580B)
These elds contain uncompresseddata, including status bytes, for the rst band on
the selectedassenbly. All data from the other assenbly is discardedin the C&DH.

K:(0)...K;(128)

129 x 24 bits

unpadk to unsignedint32

Di(0)...D:(3)

4 x 24 bits

unpadk to unsignedint32

Ti

16-bits

unpadk to unsignedintl6

DIO Counter Status

8-bits

unpack to byte

LO lock Status

8-bits

unpadk to byte

H.2
H.2.1

where subscript i denotesband 1 or 3.

Field "'SM11DACS 1 band dacs-2'in Sciencepacket Typell Padet 2 (Byte o set 590)
or

Field 'SM12DACS 2 band dacs-4'in Sciencepadket Typelll Padket 2 (Byte o set 590)

These elds contain uncompresseddata for the rst 82 lags of the secondband on the

selectedassenbly. Status bytes for thesebandsare those of the corresponding Padket 1.
All data from the other assenbly is discardedin the C&DH.

Ki(0)...K;(81) | 82x 24 bits

Di(0)...Di(3) | 4x 24 bits

T 16-bits

unpadck to unsignedint32
unpadck to unsignedint32
unpadk to unsignedintl6

Spare 8-bits

where subscript i denotesband 2 or 4.

Unpac king of DACS data in Science Packets

Type I: Compressed data unpacking

A table of signed 16-bit integer compressionparameters, A[128} L; is hard-coded into the
igh t software, and will be referencedby the software version number. The valuesare used
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in the decompressionof Type | sciencepadkets. In the current software, a single set of 129
constarts is usedfor all of the DACS bands.

Compressedlag data for eat band are unpadked into an array of signed 16-bit integers,
Ci[128]. Theselag data are loaded into the lowest 12 bits (for lags 1:::32), and into the
lowest 8 bits for lags33::: 128, with the signbit extended. Thesedata arethen decompressed
into 24, an array of 129 oats:

2al0] = 1
22l = (CI 1]+ A[ 1])=L
where
i = 1:::128 s the lag index.

State counters, called D(0) :::D(3) in the CTH, and N,, N4, N1, N2 in this documert,
are unpadked to an array of four unsigned, int32. The total power counter, called T in the
CTH and p in this documen, is unpadcked to an unsignedint16.

H.2.2 Typell and Il1l: Uncompressed data unpacking

Sciencetypesll and 111 will only be usedin diagnostic modes. Thesepadkets contain a subset
of the DACS data without compression.Type Il contains all lags of dacs-1and the rst 82
lags of dacs-2. Type |1l contains all lags of dacs-3and the rst 82 lags of dacs-4. The rst

step in unpacking of thesedata is to subtract o the o set 3Ny, which is an artifact of the
up-only counter implemertation, and to normalize the autocorrelation by its zerolag. For
Padket 1:

2al0] = 1
all] = (Kili] 3Ntot)=(Ki[0] 3Niot)
where
i = 1:::128 s the lag index.

Divide-by-zero exceptionsshould be avoided:
If K[0]= 3Nt ; 2a[j]]=0 forall j=0:128

State counter data, D (K)(CTH) ! Ny (this documert), andthe total power courter, T(CTH) !
p (this documert), are int32 and unsigned intl6 respectively, just as they were with com-
presseddata. For Padket 2:

Thesedata padkets are handled the sameasPadket 1 exceptthat ,5(j) = Ofor82 | 128
Lags which have beenexplicitly setto zeroshould not be modi ed in the next section.

H.3 Fix Lost Carry Bits in State Counters

The state courters, Ny, accurnrulate the number of instancesin which a 2-bit digitized input
to an autocorrelator chip wasin ead of its four states. With the digitizer thresholds set at
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-0.9 , 0 and 0.9 , the low-magnitude courters, N; and N1, have values' near 82,000with
random noise componerts of about 60 counts rms. The high-magnitude courters, N, and
N», are near 48,000with rms random noise componerts of about 50 courts.

Eadh of the four state counters from ead of the four DACS bands have occasionalsingle-
bit errors. Theseerrors are uncorrelated among courters and consist of a bit erroneouslyset
to zero followed by a string of trailing zeros,asif a bit rippling through a courter is lost as
the integration window ends. Theseerrors are likely due to a hardware bug in the correlator
chips.

The sum, Ny, should be nearly constart, as it is the number of 25MHz clock ticks
in a 1/6 s data integration divided by 16 (only 24 bits of the correlator's internal 28-bit
counters are readable). The standard deviation of this total should be lessthan one court,
but bit-errors give the error distribution a tail of negative errors.

The obsened errors are consistert with a carry-bit beinglost at a rate one per 210 MIFs
per band. Half of these errors are in the least signi cant bit, which is ipping most often.
Error rates for successie bits drop by a factor of two, giving errors as large as 2" at a rate
of 1 per 210 2" MIFs. For errors larger than the standard deviations of the courters, error
statistics becomeskewed. For example, if the mean value of a state cournter happensto be
closeto a large power of two, errors in the corresponding bit will be more likely.

Ignoring these possibly skewed statistics, single-bit errors as large as 1024 are expected
in ead band at a rate of approximately one every ten hours. An error of 1024 in a state
counter is of the order 1{2% of a typical value in a courter. When using the courters in the
2-bit nonlinearity correction, errors of this magnitude in a state counter result in correlated
fractional errorsin channelradiancesof lessthan 4 10 # over useful DACS channels(100kHz
{ 10.5 MHz). For a 200K sceneand a 1500K receiver temperature, the resulting error in
brightnesstemperature is on the order of 0.7K.

Fortunately, signi cant counter bit errors are easily identi ed and corrected. A power-of-
two glitch in the sum of the four counters identi es a bit-error's presence.A tail of trailing
zerosup, and including the miss-setbit in oneof the counters is the signature which identi es
the particular counter needingcorrection. The errors will be identi ed after subtracting o
a median counter sum, which will typically be calculated over the day's worth of data being
processed. In the absenceof MIF duration adjustments for orbital syndronization, these
valuesshould be nearly constart, and unexplained changeswill be an indication of problems
with the 25MHz DACS clock, the instrument Master Oscillator, or the Master RIU.

H.3.1 State Counter Correction Algorithm
This processingis done on the state courters of ead band, separately

Sum state cournters: Nyt = No+ Ny + Np+ No.

Median Iter: Nyt = median(Ny:). The median will typically be taken over the
one-dgy block of data being processed.

Calculate errors: E = Nigt  Niot .

Find MIFs, j, for which E exceedsa threshold, (e.g., 48 to nd bit-errors of 64 or
larger).

1The count and noise values preserted here are for the nominal MIF duration of %s.
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For theseMIFs, nd the bit in which a singleerror could accourt for E: b= round(log;(E)).
Count the trailing zerosfor eat of the counters in MIF j:

{ If only one courter hasly or more trailing zeros,this is the cournter with the bit
error. Add 29 to this courter.

{ If more than one counter has by or more trailing zeros, compare the candidate
courters to corresponding courters in the adjacert MIFs. Add 2% to the candidate
counter for which Ny;;  (Ny;j+1 + Nij 1)=2 is minimum.

{ If no courter in MIF j hasly trailing zeros,ched if two courters have by 1
trailing zeros. If so,add 2% ! to ead of these courters. If not, add 2% 2 to all
four courters and ag the MIF/band.

H.3.2 Calculate State Counter Statistics

The state counters are usedto estimate the position of the digitizer thresholds in units of
the standard deviation of the Gaussiannoiseinput. In theseunits, the threshold magnitudes
will decreaseas the input power increases. These statistics are intermediate stepsboth for
the estimation of multi-bit correlation from modi ed 2-bit correlation and in the estimation
of signal total power from the state courters.

The positive threshold, in units of the Gaussiannoiseinput signal standard deviation mea-
sured from the certer of the input distribution, is given by

p_
tp= 2 ernv(@d 2 NyN): (H.2)

The absolute value of the negative threshold, in units of the input signal standard deviation
measuredfrom the certer of the input distribution, is given by

p_
tn = 2 ern v(l 2 No=Ni): (H.2)

The Zero-crossthreshold, in units of the input signal standard deviation measuredfrom the
certer of the input distribution, plus 0.5is given by

p_
tz= 2 ernv(@l 2 (Ny+ Np)=Nt): (H.3)
In the de nitions above,

x=ern v(y) satises y= erf(x);
for 1 y<1 1 x 1

where
2 Z x
erf (X) p— exp( t?)dt:
0
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H.4 Estimation of multi-bit auto correlation function () from
the 2-bit auto correlation function ( 2,)

Continuous autocorrelation is estimated from the measuremen of the modi ed 2-bit au-
tocorrelation and the counter statistics, as discussedin Section G.4. The t is given by
Equation H.4
=(tp + ty)=2 09
=tp tn
( 2a;M;A;tz) = + 0:975238323940b »,
0:0238037348544 3,
+ 0:0231983784256 3,
0:1304144163066 sin(2:6566955447590  ,;)
+ 0:079720456944 2 sin(2:53913134278%6 ,,)
+ 0:00584883449% Sin(5:413774292228.  5)
0:0624019189906 2
+ 0:184115114588% 2 o,
+ 0:3660960980048 t2 2,

0:375902691446D tz (H.4)
These coe cien ts were t with a nonlinear solver in Matlab over 0:15 0:15 ,
0:05 0:.05, 010 tz 0:10 , and 0:40 2a 0:40, and provide an

averageinversion error of 2.25e-5,and worst-caseerrors of 1.32e-4. Errors are smaller near
the nominal valuesoft; = 0, =0, =0.

The zerolag of the normalized autocorrelation function is identically one and should not
be corrected. For Typesll and |1 padket 2 data (uncompressedtruncated to 82 lags), lags
82:::128should be left as zeros.

H.5 Ap odization

The DACS have a sharp cuto in the time domain after lag 128. Their outputs are equivalert
to sampled autocorrelations with an in nite  number of lags multiplied by a boxcar. In the
frequency-domain, this is an impulse train convolved with a sin(n )=(n ) where n is the
channel number o set. Individual channels have responseswhich ring, falling o only as
(lag oset) 1. Weighting the lags with a function which decreasesapproacing the cuto
smooths this sharp edge(‘cuts 0 the feet') of the channel responsesin the frequencydomain.
The resulting apodized individual channel responsesin the frequency domain have broader
main lobes, but reduced side lobes. Apodization makes the individual channel responses
more local, but throws away somehigh-frequency information.

H. Pickett has suggestedthat subtleties involving non-locality of channelsin frequency
and nonlinearity of the calibration, should be considered. Lower sidelobe responsesmay
reducethe e ects of the sharp anti-aliasing Iter in the DACS IF upon channelssomedistance
from this edge. This may, in turn, simplify forward model calculations by reducing the
required frequency resolution for a given error. This is a topic for further researd.
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H.6 Scale by Total Power

Up to this point, the autocorrelation has beennormalized so that the zero lag has value
one. For eat band, the normalized autocorrelation function, , should be scaledby the best
estimate of band total power, p:

G@G@)=p @)
Then zerolag in the time domain will correctly be the integrated power of all of the channels
of the power spectral density after transformation into the frequency domain.

A total power measuremen p, will be provided by the analogtotal power circuit. The
units of the total power measuremen are not important asthey will beremovedin calibration,
however the measuremeh must be proportional to total power, sothe analogchannel's zero
o set, p,, must be removed.

P=p pz: (H.5)

As is the casewith the Iter spectrometers,zeroo set, p,, will be measuredperiodically by
increasinglF attenuation. Care must be taken not to leave the comparators of the digitizers
in unstable states as the input signals are reduced, as oscillations on the DACS boards can
leak noiseinto the analog channels.

An alternativ e total power measuremeh may be inferred from the statistics of the state
counters of the digitizers. For xed threshold voltages, the statistics tp and ty, which were
de ned in Section H.3.2, are the ratio of the positive and negative threshold magnitudes to
the noisesignal input standard deviation. Since Gaussiannoisesignal power is proportional
to the squareof signal standard deviation, we can de ne a quarntity pq which is proportional
to input power:

pa = tp? + ty % (H.6)

Quantization noise makes pq an inhererntly noisier quartity than p, and longer integration

times are neededto match the precisionof calibrated measuremets obtained using p. Unfor-

tunately, the comparatorsusedin the DACS digitizer have signi cant roll-o with frequency
so the analog channel's total power measuremeh is not really the correctly-weighted aver-
age of band power to be usedin normalizing the correlator output. Initial versionsof the

Level 1 software will usethe analog channel's total-p ower measuremeh Comparison with

results using the digital data will be a researt topic. The relation betweenp and pq will

also provide a consistancyched of measuremen linearity and an additional way to measure
the zeroo set, p,.

H.7 Discrete Cosine Transform

The power-spectral-density (PSD) of a stationary, ergodic processis the Fourier transform
of its autocorrelation function. We estimate the autocorrelation function for 129 lags with
non-negative delays ( 2 0:::5:12 s ) and assumethat the autocorrelation function is even
in time lag, asis the casefor thesenoisesignals. Over the time scaleof our integrations, the
noise statistics do not change and the autocorrelation is the sameforward and badkward in
time.
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The PSD may bewritten explicitly asa discretecosinetransfer (DCT) of the 129measured
lags:

A(K)

R ki
GO)+ G(N) ( D*+2 G(j)COS(W)
i=1
for
J = 1:::(N 1)

Equivalerntly, the 129-point DCT may be implemented with a 256-point Fast Fourier
transform (FFT):

A
A

FFT ([G(0):::G(N);G(N 1):::G(1)])
A(O:::N):

A(Kk) is the power at frequency ¢ = k 97.656 kHz. Here, we are still dealing with uncali-
brated radiances. They have beenscaledby total power measuremets which have, as yet,
unknown gains and o sets.

H.8 DACS Calibration

As wasdiscussedn Section4.7, one method of calibrating the DACS is to treat ead channel
separately calibrating A asif it were a 129-dhannel lterbank. This involves 129 sets of
interpolations of Spaceand Target views to times of Limb views. There are, howewer, ad-
vantagesto maintaining normalized spectra G(j ) and total power p of the spaceand target
obsenations as separatequartities during the initial stagesof the calibration process.

The normalized spectra of the calibration views, Agspace and Atarget , have almost no 1/f
noise due to gain drift, and can be averaged over extremely long time windows. The 1/f
noise is almost exclusiwely in the total-p ower measuremets. Total power and normalized
spectra of the calibration views will be ltered separately Given the stability we expect in
orbit, it may be appropriate to averagea day's Spaceand Target normalized spectra, or to
use constart spectral shapesto be updated as needed. The total power channelswill have
noise statistics very similar to the 12MHz and 8 MHz wide channels of the corresponding
Iterbanks (seeTable H.1), and should be interpolated similarly.

While normalized spectra of the ambient target and of a liquid nitrogen load (proxy for
spacein the lab) have beenmeasuredto be very similar, they have systematic di erences on
the order of 1 10 3, or on the order of 1K in radiance. If the normalized spectra of Space
and Target views were identical, a single gain per band could be calculated, reducing the
computational burden of interpolations. A rst-order correction for the e ects of the spectral
di erences between Spaceand Target permits a single gain per band to be interpolated to
the times of limb obsenations.

Assumethat the normalized spectrum when viewing the target, A, di ers only slightly
from that seenwhen viewing space,As. We canwrite A¢(i) = Ag(i) + X (i), where X (i)
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As(i) for all channels,i. The gain for channeli may be written

() = T
g A ) AP P2
_ Te Ts
B+ X NP P2 As)(Ps P2
_ Te Ts
A Pe) * X () Po)
T X (i) (o po)
= AOP P L AD G P (H.7)

where T; and Tg are Target and Spacebrightness temperatures (power/kg), and p; is the
total-p ower measuremeh zero o set. Treating As and A; as constart, at least over the
block of data being calibrated, this expressionfor gain only requires interpolation of scalar
guartities constructed with band total-p ower measuremets. The rst term on the righthand
side of Equation H.7 is band total-p ower gain divided by the Spaceview normalized Iter

shape As(i). Band total-p ower gain will be interpolated asfor a lterbank, while Ag(i) will
be a longer-term average (details pending stability studies.) The secondterm on the right
hand side of Equation H.7 is a linear correction term to accourt for changesin the lIter

shape between Target and Spaceviews. X=As(i) is of order 10 3, and (pr  p,)=(pt  Pps) iS
(Tsys + Tt)=T; and of order 5, so higher powers of this correction term may be neglected. In
the expressiondor noisegivenin App endix C, the correction term will be droppedaltogether.
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Notation

The rst occurrenceof ead symbol in this documert is indicated in the table below, together

with a brief description. If a symbol has more than one use,the rst occurrencewith ead

usageis included. To minimize confusion where the same symbol may have more than

two meaningsin this documert, separate Notation tables are provided at the ends of the

App endixesdiscussingOptimal Interpolation and the DACS. App endix F which describesthe

noisecharacteristics of integrators and detectors, and App endix B which discussesheterodyne

radiometers, both useseeral symbols which have slightly di erent meaningsthan elsewhere
in this documert, and sinceboth arelargely self-standingand fairly brief, they are not covered
by the following Notation table.

Symbol Unit Egn. Description

a 4,21 quadratic t coecient

a 5.4  corversion coe cien t for PRD data processing

b 4.21 quadratic t coecient

b 5.4  corversion coe cien t for PRD data processing

c ms ! B.2  speedof light

c 4.21 quadratic t coecient

c 5.6  corversion coe cien t for thermistor data processing

d 5.6  corversion coe cien t for thermistor data processing

e 5.6  corversion coe cien t for thermistor data processing

f 5.6  corversion coe cien t for thermistor data processing

fh Hz 5.3  V/F corverter output frequencyduring low calibration
measuremen

fi Hz 5.3  V/F converter output frequencyduring high calibration
measuremen

fu Hz 5.1  V/F corverter output frequency

O Counts K 1 4.17 radiometric gain of channeli at the switching mirror

G (L) Counts K 1 4.19 interpolated gain of channeli at time of limb view

h Js 4.1 Planck's constart, 6.62606891 10 34

i,S 4.5 channeli, sidebands (s is oneof | or u)

i 4.21 MIF (time) index for quadratic t

k JK 1 4.1  Boltzmann's constart, 1.380658 10 23

r 4.5 identi es one of seven radiometers
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rll rU

0,0
I’I’ru

Counts

V/
Hz

Counts
Counts
Counts
Counts

Counts
Counts
Hz
Hz

A XXX

~

4.4

4.8

4.32
4.26
5.3

4.20
5.3

5.3

4.17
4.17
4.17
4.19

4.17
4.17
5.3
5.3
4.3
4.3
4.7
4.40

412

4.3
4.33
5.1

5.1

4.1
4.8
4.13
412

4.8

4.17
5.5
5.5
5.4
4.40

4.1
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lower and upper sideband responsesof ertire signal chain
(including antenna)

lower and upper sidebandresponsesof signal chain from
radiometers (mixers) to switching mirror
samplevariance

weighting applied to measuremeh j in least squares t
calibrated multiplexed analog value

Predetection bandwidth of lter channeli

multiplexed analog “high' calibration value

multiplexed analog “low' calibration value

digitizer output viewing atmosphericlimb

digitizer output random noise

digitizer output o set

interpolated spacereferencesignal at time of target view
for channeli

digitizer output when viewing space

digitizer output viewing target

multiplexed analog “high' calibration input

multiplexed analog “low' calibration input

radiometer frequency responsefunction

gain function at switching mirror

antenna gain function for radiometer r

Frequency (power) responseof post-detector
radiometric calibration process

Level 2 estimate of limb radiance reading switching mirror

spectral radiance per unit frequency per unit solid angle
number of data points

Number of timebase cyclescounted in an engineeringdata
integration

Number of V/F corverter cyclescounted in an engineering
data integration

measuredradiant power per unit bandwidth
Limb radiance
Level 1 estimate of atmosphericlimb radiance

Forward Model estimate of limb radiance collected by
the antenna

radiance at switching mirror limb port

P for switching mirror bae at port x for radiometer r
measuredresistanceof parallel thermistor/resistor pair
inferred thermistor resistance

measuredPRD resistance

non-spectrally at componert of post-detector noise power
spectral density

temperature
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MIFs
Hz
Hz

Counts
Counts

5.4
4.25
4.18

4.5
4.8
4.16
4.26
4.1
4.4
4.8
4.16
4.27
4.27
4.20
4.7
4.4
4.4

Notation

inferred temperature (Celsius) of PRD

coe cien t determinant in polynomial least squares t
calibration target emissivity for certer frequency of
radiometer r

integrated gain over ba e aperture X

antenna transmission (scattering)

optical transmission of re ector k

% rollo distance for relative weightings in least squarest
radiation frequency

Local Oscillator frequency

antenna ohmic loss (cumulativ e)

ohmic lossfor re ector 1,2,3

rms of measuremen |

weighted rms of measuremen j

data post-detector integration time

angle over which antenna pattern is de ned

solid angle de ned by ba es

elemen of solid angle[d = sin( )d d ]



App endix J

Glossary

A/D analog-to-digital
ADC analog-to-digital converter
ASIC Application Speci c Integrated Circuit

C&DH Control and Data Handling Assenbly
CCSDS  Consultative Committee for SpaceData Systems

CTH Command and Telemetry Handbook (for the C&DH Flight Software)
CwW Contin uous wave

D/A digital-to-analog

DACS Digital AutoCorrelator Spectrometer
DFT Discrete Fourier Transform

EDH Engineering Data Hybrid

EM Engineering Model

EOS Earth Observing System

FFT Fast Fourier Transform

FM Flight Model

FTI Fourier Transform Interferometer
GB Gigabyte, 10° bytes

GSE Ground Support Equipment

HDF Hierarchical Data Format

HEMT High Electron Mobility Transistor
HIRDLS High-Resolution Dynamics Limb Sounder

IRU Inertial ReferenceUnit
MAF Major Frame
MB Megabyte, 10° bytes

MFLOPS Millions of Floating Point Instructions per Second
MIF Minor Frame

MIPS Millions of Instructions per Second

MLS Microwave Limb Sounder

mshb most signi cant bit

PRD Platinum ResistanceDevice (temperature tranducer)
RAID Redundart Array of Inexpensiwe Disks

RIU Remote Interface Unit

SCF ScienceComputing Facility
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SIDS
SLS
SMP
SIN
TBR
TES
UARS
uTC
V/IF
VFC

Simulated Instrument Data Set

Submillimeter Limb Sounder

Symmetric Multi-Pro cessor,a form of parallel computer
Signal-to-noise

to be revised

Tropospheric Emission Spectrometer

Upper Atmosphere Researt Satellite

Coordinated Universal Time (GMT)
voltage-to-frequency

V/F corverter

Glossary
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